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1 LRI, Université Paris Sud, {spyratos, nguer}@lri.fr
2 ICS-FORTH, {christop, perge}@ics.forth.gr

Abstract. As information becomes available in increasing amounts, and
to growing numbers of users, the shift towards a more user-centered, or
personalized access to information becomes crucial. In this paper we
consider the semantics and pragmatics of preference queries over tables
containing information objects described through a set of attributes. In
particular, we address two basic issues:
– how to define a preference query and its answer (semantics)
– how to evaluate a preference query (pragmatics)

With respect to existing work, our main contributions are (a) the pro-
posal of an expressive language for declaring qualitative preferences, (b)
a unified framework for expressing and evaluating both quantitative and
qualitative preference queries and (c) rewriting algorithms for processing
such queries. Although our main motivation originates in digital libraries,
our proposal is quite general and can be used in several application con-
texts.

1 Introduction

As information becomes available in increasing amounts, and to growing num-
bers of users, the shift towards a more user-centered, or personalized access to
information becomes crucial. Personalized access can involve customization of
the user interface or adaptation of the content to meet user preferences. This
paper addresses the latter issue, and more precisely adaptation of the answer
returned by a query to user preferences.
We call preference query, a standard query together with a set of user prefer-
ences. Such queries are useful in several application contexts where users brows-
ing extremely large data collections don’t have a clear view of the information
objects that these collections contain nor do they have a particular object in
mind. Rather, they are attempting to discover objects that are potentially use-
ful to them, or in other words, objects that suit their preferences best. The main
objective of this paper is to introduce a unified formal framework for specify-
ing and evaluating various kinds of preference queries. Although our motivation
originates in digital libraries [49], the results presented in this paper apply to
other application contexts as well (e.g. searching for gifts in the electronic cata-
logues of online merchants).
We view a digital library catalogue as a table describing digital documents, as



shown in the example of Figure 1 - that we shall use as our running example. In
that catalogue, each document is considered as an information object, described
by an identifier, denoted Oid (e.g. the document’s URI), and a number of at-
tributes: its year of publication, the (first) author’s name, the subject category
treated by the document (e.g. Poetry, Fiction, etc.), the language in which the
document is written and the electronic format in which the document is available
through the library (such as Word, Pdf, and so on). In other words, we view the
catalogue just like a table of a relational database, whose schema is C(Oid, Year,
Author, Category, Language, Format), and in which each column is associated
with a set of values (i.e. a domain). For simplicity, in Figure 1, we denote the
document identifiers by integers.
A standard query expressed by a user against the catalogue is a Boolean combi-
nation of elementary conditions of the form A=a, where ’A’ is an attribute and
’a’ is a value in the domain of A. For example, consider the following query:
Q1 = [(Category = Poetry) ∨ (Category = Fiction)] ∧ (Language = English)
To answer this query we must compute the set of documents having Poetry or
Fiction as their Category attribute, then the set of documents having English
as their Language attribute, and finally take the intersection of these two sets:
ans(Q1) = ({1, 3, 5} ∪ {2, 4, 6})∩ {2, 3, 5, 6, 8} = {2, 3, 5, 6}
As the size of the answer set is not known in advance, and as it might be too
large to exploit by a casual user, it would be interesting to present the set of
documents returned in a decreasing order with respect to user preferences. The
user can then inspect the most interesting documents first, and stop inspection
when the documents become less and less interesting. However, in order to pro-
duce such an ordering of the answer set, the system must have access to user
preferences, and this can be done in one of three ways: - The user declares offline
a set of preferences, and these preferences are stored by the system. - The sys-
tem elicits user preferences by monitoring and analyzing previous queries by the
user. - The user declares online a set of preferences, together with the query. As
mentioned earlier, a preference query is a standard query together with a set of
user preferences. This paper is concerned with preference queries, independently
of how user preferences are made available to the system. The important issue
addressed in this paper is how user preferences influence the answer set. To see
this, consider the following statement of preferences over the attribute Category:
P1 : (Category : Poetry → Fiction) [meaning that poetry is preferred to fiction]
We would like the previous query Q1, together with the statement P1, to return
a result showing the documents about poetry before documents about fiction.
In other words, we would like the answer to be presented as follows:
ans(Q1, P1) = {3, 5} → {2, 6}
It is important to note that the answer set of Q1, processed alone, and the an-
swer set of Q1 processed together with the statement P1 contain the same set
of documents. The difference lies in the fact that, in presence of P1, the answer
set of Q1 is partitioned into two subsets ordered so that the first subset contains
documents about poetry and the second about fiction.
In the previous example a preference was expressed in the form of a pair of



attribute values (namely, Poetry and Fiction) with the understanding that the
first value in the pair is preferred to the second. Expressing preferences in the
form of pairs of attribute values is referred to in the literature as the qualitative
approach [7, 15–19, 31, 35–37]. However, there is also a more widely spread ap-
proach, whereby preferences are expressed by associating each attribute value of
interest with a numerical value or score, and documents described by attribute
values with higher scores are presented first in the answer set. This approach is
referred to as the quantitative approach [1, 4, 6, 11, 13, 20–23,38, 39]. Tradition-
ally the quantitative and the qualitative approach to expressing preferences have
been treated with quite different machinery in the literature, and little or no at-
tention has been devoted to their unification.
The main contributions of this paper are (a) the proposal of an expressive lan-
guage for declaring qualitative preferences, (b) a unified framework for express-
ing and evaluating both quantitative and qualitative preference queries and (c)
rewriting algorithms for processing such queries.

Oid Author Year Category Language Format

1 A1 2001 Poetry French Word

2 A1 1998 Fiction English Pdf

3 A2 2000 Poetry English Pdf

4 A3 2001 Fiction German Pdf

5 A1 2002 Poetry English Word

6 A2 2000 Fiction English Word

7 A4 1998 Drama German Pdf

8 A2 2002 Comedy English Pdf

9 A3 2007 Comedy French Pdf

Table 1. A Digital Library Catalogue

We would like to emphasize here that there is an important difference be-
tween the preference queries studied in this paper and the Order-by queries of
SQL. Indeed, using Order-by one can ask the system to return the results of
a query in an ascending or descending order, following the predefined order of
some attribute domain (e.g. the domain of Year in our running example). In the
preference queries considered here, it is the user that inputs an order for the
attribute domain - an order expressing the user’s preferences (and, in fact, the
order input by the user might contradict the predefined order of the attribute
domain). Additionally, some attribute domains have no predefined order (e.g.
Category or Format in our running example) so Order-by simply doesn’t ap-
ply to such attributes, whereas preference queries of our approach apply to any
attribute.



2 Expressing Preferences

We have just seen that there exist two approaches for expressing preferences,
namely the quantitative approach and the qualitative approach. In this section
we detail these two approaches, and we introduce a language for expressing qual-
itative preferences, strictly more expressive than existing languages.
In the quantitative approach each object of interest from a set X is examined in
isolation (i.e. independently of other objects) and a numerical value is associated
with it; this numerical value is called the score of the object, and it is usually
from the closed interval [0, 1]. The association of objects with scores creates a
function, called a scoring function. A scoring function can either be provided by
the user or computed by the system (based on previous user queries), and might
be a partial function if not all objects of X are associated with a score.
Anyhow, the score of an object implies both, a rank for the object and an inten-
sity by which the object is desired. For example, referring to Figure 1, consider
the following scoring functions on the domain of Category:
Scoring function S1 : Poetry : 0.90, Fiction : 0.89

Scoring function S2 : Poetry : 0.90, Fiction : 0.01

Both scoring functions imply the same ranking (Poetry ranked higher than Fic-
tion), but the intensities are quite different. According to S1, Fiction is a very
close second to Poetry, whereas according to S2 Fiction is a very distant second
to Poetry.
The use of scoring functions has a long history in the area of economics, so-
cial choice theory and decision support systems, and a large body of literature
has developed over the years [2, 3, 30, 32, 40, 42]. Completeness and transitivity
which have been essential preconditions to these fields were too strict, thus var-
ious attempts were made in the last thirty years to relax them, mostly through
the proposal of specific order structures [5, 9, 10, 14, 24–29,41, 43–47]. A brief
overview of basic problem setup and various approaches to it from an opera-
tional research viewpoint can be found in [8]. Various metrics attempting to
quantify the fairness of a resultant ranking against its constituent ones have also
been proposed [20–22,33, 34].
In the qualitative approach, attribute values are examined in pairs and if an at-
tribute value x is preferred to an attribute value y then the pair (x, y) is declared
by the user; such a pair is called a preference, and the set of all user preferences
is called the user’s preference relation [17, 37].
Clearly the user should be free to express any desired preference; hence the pref-
erence relation could be, in principle, any set of pairs.
However, in the literature, the preference relation is usually modeled as a strict
partial order [35–37,31] that is a binary relation “<” satisfying the following
properties:
x≮x for all x in X (non reflexivity)
x < y implies y ≮ x for all x, y in X such that x 6= y (asymmetry)
x < y and y < z implies x < z (transitivity)
We consider this modeling choice as unnecessarily restrictive. In particular, we
consider that transitivity should not be imposed as a constraint for the prefer-



ence relation to be acceptable.
Indeed, a preference represents a decision made by the user when comparing
two objects x and y in isolation that is independently of other objects. As a
consequence, if the user has expressed only two preferences, say (x, y) and (y, z),
it is unrealistic to infer a third preference (x, z) that the user has not expressed.
For example, if the user has expressed preference of Poetry over Drama and of
Drama over Comedy, there is no reason to believe that the user will prefer Poetry
to Comedy if confronted with the latter two in isolation. Of course, it is con-
ceivable that transitivity might be reasonable to assume in some applications,
however, it is certainly not realistic to assume transitivity in every application.
In our approach, we impose no constraint whatsoever on the preference relation.
In other words, the user can declare any set of pairs of attribute values as a
preference relation. In addition, we allow the user to declare that two attribute
values are equally preferred. Formally, we treat the declaration “x and y are
equally preferred” as a declation of two pairs, namely (x, y) and (y, x), that is
as a cycle between x and y. In reality, while declaring preferences, a user may
create cycles consciously or unconsciously. The presence of a cycle in the prefer-
ence relation might either mean that all values in the cycle are equally preferred
or that the user has inadvertently created a cycle.
In the prototype that we are currently developping, if the system detects cycles
in the preference relation, these cycles are handled in one of two ways, depending
on the application context:

– Dialogue with the user: Each cycle is presented to the user, and the user is
asked to either confirm the cycle or “break” it (by modifying the declared
preferences).

– Automatic Processing: The system processes the cycles without help from
the user, by considering all objects on a cycle as being equivalent 3 .

In any case, the resulting preference relation is an acyclic relation. To simplify
matters, in the remaining of the paper, we assume that the preference relation
is indeed acyclic; and in order to differentiate from the preference relations used
in the literature, we shall call it a precedence relation.

Definition 1 (Precedence Relation).
Given a set X of objects, a precedence relation on X is an acyclic binary relation
on X.

We shall denote a precedence relation by →, read as “precedes”. For example, in
the table of Figure 1, assuming that X is the domain of the attribute Category,

3 More formally, cycles can be removed from a cyclic relation P if one defines an
equivalence relation as follows: (a) x ≡ x, for all objects appearing in P and (b)
x ≡ y, if x and y are on the same cycle. Then instead of P one works with the
quotient relation P/ ≡.



the following is a precedence relation on X:
Poetry → Fiction, Drama → Fiction, Fiction → Comedy

These declarations are interpreted as follows: Poetry precedes Fiction, Drama
precedes Fiction and Fiction precedes Comedy.
One important property of precedence relations is that they are strictly more
expressive than strict partial orders. Indeed, each strict partial order on a set X is
a precedence relation on X (because a strict partial order is always acyclic); in the
opposite direction, a precedence relation on X is non reflexive and asymmetric
(because of acyclicity), but not necessarily transitive. It follows that, given a
set X, the set of all strict partial orders on X is strictly included in the set
of all precedence relations on X. Actually, the relationship between precedence
relations and strict partial orders is more intricate, as stated in the following
proposition.

Proposition 1 (A Basic Property of Precedence Relations).
If P is a precedence relation on X then the following relation “<P” is a strict
partial order on X: x <P y if there is a path from x to y in P, for all x, y in X.
Conversely, if “<” is a strict partial order on X then its transitive reduction 4

is a precedence relation on X.

Clearly the relation “<P” is the transitive closure of P. We shall refer to “<P”
as the strict partial order induced by P (and we shall usually omit the subscript
P, whenever no confusion is possible).
Summarizng our discussion in this section, languages for expressing preferences
based on precedence relations are more expressive than those based on strict
partial orders.

3 Preference Queries

As mentioned in the introduction, we consider preference queries over tables of
the form C(Oid, A1, · · · , An), where Oid denotes the identifier of an information
object and A1, · · · , An denote attributes of that object. Henceforth, we shall refer
to a table of this form as a catalogue. For the purposes of this paper, we follow
[49] and consider each attribute Ai as a function from the domain of Oid to the
domain of attribute Ai, that is, Ai : dom(Oid) → dom(Ai). For example, in Figure
1, we have Category(1) = Poetry, Format(2) = Pdf, and so on. Under this view,
we define a query over the table C as follows:

Definition 2 (Query Over a Table C). Call elementary condition over a
catalogue C any expression of the form A = a, where A is an attribute and a is
in the domain of A. A query Q over C is defined as follows, where Q1, Q2 are
queries:

Q ::= A = a|Q1 ∧ Q2|Q1 ∨ Q2|Q1 ∧ ¬Q2|(Q)

4 A strict partial order is an acyclic relation, and the transitive reduction of an acyclic
relation is unique [50]. Uniqueness of the transitive reduction is not guaranteed, in
general, for cyclic relations.



In other words, a query over C is either an elementary condition or a Boolean
combination of elementary conditions.
The answer of Q, denoted ans(Q), is defined in three steps as follows :

1. replace each elementary condition of the form A = a appearing in Q by the
inverse image of a under A (i.e. by the set of objects A−1(a))

2. replace each Boolean connective by the corresponding set theoretic operation
(i.e. replace ∧ by ∩, ∨ by ∪ and ∧¬ by \)

3. Perform the set theoretic operations

As an example, consider the following query over the table C of Figure 1:
Q= ((Category= Poetry)∨(Category= Fiction))∧¬(Language= French)
Its answer is computed as follows:

ans(Q) = (Category−1(Poetry) ∪ Category−1(Fiction))\(Language−1(French))

= ({1, 3, 5} ∪ {2, 4, 6})\{1, 9} = {2, 3, 4, 5, 6}

To simplify the presentation, we shall “factor out” attributes when they are
repeated. For example, the previous query Q will be written as follows:
Q = (Category = Poetry ∨ Fiction) ∧ ¬(Language = French)
As mentioned in the introduction, a preference query is a standard query together
with a set of user preferences. However, as we saw in the previous section, user
preferences can be expressed either in the form of a scoring function or in the
form of a precedence relation. Hence the following definition of a preference
query.

Definition 3 (Preference Query). Let C(Oid, A1, · · · , An) be a catalogue. A
preference query over C has one of two forms:
Scoring Query: Sq = (Q, S) where Q is a query over C and S is a set of scoring
functions over attribute domains in C

Precedence Query: Pq = (Q, P) where Q is a query over C and P is a set of
precedence relations over attribute domains in C.

We note that, in a precedence query Pq = (Q, P), it is possible to have attribute
values appearing in Q but not in P, and vice versa. For example, the following
query Q and precedence relation P are perfectly compatible:
Q : (Category = Poetry ∨ Fiction ∨ Drama)
P : (Category : Comedy → Poetry, Poetry → Fiction)
The value Drama appears in Q but not in P whereas the value Comedy appears
in P and not in Q. Nevertheless, the pair (Q, P) qualifies as a precedence query.
Additionally, it is possible to have attributes appearing in the usual query Q but
not in the preferences, and vice versa. For example, the following query Q and
precedence relation P are perfectly compatible:
Q : (Category = Poetry ∨ Fiction ∨ Drama)
P : (Language : Greek → English, French → English)
The attribute Category appears in Q but not in P whereas the attribute Language

appears in P but not in Q. Nevertheless, again, the pair (Q, P) qualifies as a
precedence query.



The key question now is how to define a common formal framework in which to
evaluate both forms of preference query. To do this we exploit the fact that both,
scoring functions and precedence relations, each induce a ranking of objects.
This is rather obvious in the case of scoring functions but less so in the case
of precedence relations. It is precisely this common property (i.e. the induced
ranking of objects) that we use in this paper as the basis for unifying the two
approaches. First, we introduce a special kind of precedence relation that we call
a ranking domain.

4 Ranking Functions

Intuitively, a ranking domain is a set of labels that one attaches to objects in
order to denote their rank with respect to other objects in a set. More formally,
a ranking domain is just a special case of precedence relation, as stated in the
following definition.

Definition 4 (Ranking Domain). Given a set X of objects, a ranking domain
on X is a finite precedence relation R satisfying the following properties:
there is exactly one minimal element, called the first element
there is exactly one maximal element, called the last element
each element other than the first has exactly one predecessor
each element other than the last has exactly one successor
We shall refer to the elements of a ranking domain as ranks.

Since a ranking domain R is also a precedence relation, it follows that R induces
a strict partial order “<R”. It is not difficult to see that the induced strict partial
order “<R” is complete, that is for any two ranks r, r′, either r <R r′ or r′ <R r.
In other words, a ranking domain is a finite precedence relation, all elements of
which lie on a single path. In our examples we shall use a finite set of integers
as a ranking domain.
The following definition introduces the notion of ranking function, which is nec-
essary for the evaluation of preference queries in the next section.

Definition 5 (Ranking Function). Given a set X of objects, we call ranking
function on X, or simply ranking on X any (possibly partial) function f : X −→ Y,
such that range(f) is a ranking domain.

We recall now two facts about functions in general, that we shall use later on for
ranking functions, in particular. First a function f : X −→ Y can be represented
unambiguously by the set of pairs {〈r, f−1(r)〉/r ∈ range(f)}, or equivalently, by
{〈f(x), f−1(f(x))〉/x ∈ def(f)}. We call this representation the partition represen-
tation of f, and denote it by pr(f). For example, the partition representation of
the function Category contains the following pairs:
〈Poetry, {1, 3, 5}〉, 〈Fiction, {2, 4, 6}〉, 〈Drama, {7}〉, 〈Comedy, {8, 9}〉
Second, a function can be restricted to a subset of its domain of definition. Let
f : X −→ Y be a function and let E be a subset of def(f). The restriction of f to
E, denoted f/E is a function from E to Y defined as follows: (f/E)(e) = f(e), for



all e in E. The partition representation of f/E can be computed from that of f

as follows:
pr(f/E) = {B ∩ E/B ∈ pr(f), B ∩ E 6= ∅}
In the rest of this paper we adopt the convention that if E is not a subset of
def(f) then f/E stands for f/E′, where E′ = E ∩ def(f)
The evaluation of preference queries that we shall see shortly relies on the fol-
lowing two facts concerning ranking functions:

– Let f : X −→ Y be a ranking function and let R be the range of f . As R is a
ranking domain, it follows that the induced order <R is complete. Therefore
we can sort the partition representation of f in an ascending or in a descend-
ing order of rank.

– Let f : X −→ Y be any function and let g : Y −→ Z be a ranking on Y. Then
the composition g ◦ f : X −→ Z is a ranking on X.

The above two facts are the basic building blocks of our formal framework for the
uniform evaluation of both types of preference queries. Indeed, given a scoring
query Sq = (Q, S) or a precedence query Pq = (Q, P), the approach that we follow
in the rest of the paper can be outlined as follows:

1. First we show how Sq and Pq each induces a ranking over the set of objects
in the catalogue C; call these rankings fS and fP, respectively.

2. Then we define the partition representation of the induced ranking, restricted
to the answer of Q, to be the answer of Sq or Pq, respectively; in other words,
ans(Sq) = pr(fS/ans(Q)) and ans(Pq) = pr(fP/ans(Q))
We note that as fS and fP are rankings, the answers just defined can be sorted
and presented to the user in either ascending or descending order of rank.

5 Induced Rankings

Let Sq = (Q, S) be a scoring query where S is a scoring function over a single
attribute, say A. Then Sq induces a ranking over the set of objects of C in a
straightforward manner. Indeed, recall that S is a function from the domain of
A to a set of numerical values, therefore the range of S is a ranking domain.
A precedence query Pq = (Q, P), where P is a precedece relation over a single
attribute, also induces a ranking over the set of objects of C but in an indirect
manner. The following definition introduces our proposal for the ranking induced
by the precedence relation P.

Definition 6 (Induced Ranking ). Let X be any set, let P be a precedence
relation on X. Let m be the largest length of path over all paths having as source
a minimal element of P. For each element x appearing in P, define the rank of
x, denoted as RankP(x) as follows:
if x is a minimal element of P then RankP(x) = m

else RankP(x)= m − i, where i is the largest length of path from a minimal element
of P to x



Intuitively, the ranking induced by P assigns the highest rank to each minimal
element, as minimal elements are the most preferred (no element precedes a
minimal element in P); it assigns the lowest rank to each maximal element, as
maximal elements are the least preferred (a maximal element precedes no other
element in P); and it assigns a rank to an intermediate element such that the
further the element it is from the minimal elements, the lower its rank. These
observations are better understood in the following example.

Example 1. Consider the following precedence relation on the domain of Cate-
gory:
Poetry → Fiction, Drama → Fiction, Drama → Comedy, Fiction → Comedy

Applying Definition 6 we find the following induced ranking:
RankP(Poetry) = RankP(Drama) = 2, RankP(Fiction) = 1, RankP(Comedy) = 0

The ranking induced by P has two interesting properties, as stated in the fol-
lowing proposition.

Proposition 2 (Properties of the Induced Ranking). Let X be any set, let
P be a precedence relation on X, and let RankP be the ranking induced by P on
X. Then the following hold:

1. x <P y implies RankP(y) < RankP(x)
2. RankP(x) = RankP(y) implies (x, y) /∈ P and (y, x) /∈ P (in this case we call x

and y non comparable in P)

6 Answering Preference Queries

In this section we present our approach to evaluating a preference query over a
catalogue C. Recall that a preference query is a standard query together with
a set of preferences either in the form of scoring functions or in the form of
precedence relations.

6.1 Answering a Precedence Query

We begin with the evaluation of a precedence query Pq = (Q, P) and we distin-
guish two cases for the precedence relation P : precedence over a single attribute,
and precedence over two or more attributes.

Definition 7 (Precedence Over a Single Attribute). Let Pq = (Q, P) be
a precedence query over a catalogue C, where P is a precedence over a single
attribute A. The answer to Pq, denoted ans(Pq), is defined as follows:
ans(Pq) = pr

[

(RankP ◦ A)/ans(Q)
]

If we recall the definition of partition representation from the previous section,
and assume that 0, · · · , m are the ranks produced by the ranking RankP on the
domain of Ref (see Definition 6), then we have:
Ans(Pq)=

{

〈0, ((RankP ◦ A)−1(0)) ∩ ans(Q)〉, · · · , 〈m, ((RankP ◦ A)−1(m)) ∩ ans(Q)〉
}

The key observation here is that the set of objects (RankP ◦ A)−1(i), i = 0, · · ·,



m, can be expressed as follows:

(RankP ◦ A)−1(i) = ∪
{

A−1(a)/a ∈ Rank−1
P (i)

}

(1)

Now, suppose that Rank−1
P (i) = {a1, · · · , ap}, and define Qi = ∨Rank−1

P (i) = a1 ∨ · · · ∨ ap.
Then the right-hand side of expression (1) above is precisely the answer to the
standard query Qi. In other words we have: (RankP ◦ A)−1(i) = ans(Qi), therefore
the answer to Pq can be rewritten as follows:

ans(Pq) =
{

〈0, ans(Q0) ∩ ans(Q)〉, · · · , 〈m, ans(Qm) ∩ ans(Q)〉
}

Example 2. Consider the precedence query Pq = (Q, P), where
Q : (Language = English ∨ German)
P : Poetry → Fiction, Drama → Fiction, Drama → Comedy, Fiction → Comedy

The induced ranking RankP is as in Examle 1. To compute the answer of Pq we
proceed as follows:
Anwer to Q : ans(Q) = {2, 3, 4, 5, 6, 7, 8}
Answer to Qi, for i = 2, 1, 0 :
ans(Q2) = (RankP ◦ A)−1(2) = ans(Category = Poetry ∨ Drama) = {1, 3, 5, 7}
ans(Q1) = (RankP ◦ A)−1(1) = ans(Category = Fiction) = {2, 4, 6}
ans(Q0) = (RankP ◦ A)−1(0) = ans(Category = Comedy) = {8, 9}
Answer to Pq:
ans(Pq) =

{

〈2, {3, 5, 7}〉, 〈1, {2, 4, 6}〉, 〈0, {8}〉
}

In the previous example, we first computed the answers to the queries Q, Q0,· · · ,
Qm and then we computed the answer to Pq by taking the intersection of each
ans(Qi) with the set ans(Q). However, it is possible to rewrite the answer to Pq,
in a way that the intersections are computed within the query answering process.
Indeed, we can rewrite the answer to Pq as follows:
ans(Pq) =

{

〈0, ans(Q0 ∧ Q)〉, · · · , 〈m, ans(Qm ∧ Q)〉
}

If we set Q′

i = Qi ∧ Q, i = 1, · · · , m, then we can write:
ans(Pq) =

{

〈0, ans(Qi)〉, · · · , 〈m, ans(Q′

m)〉
}

Determining when this last form is preferable to the previous one is an optimiza-
tion issue that lies outside the scope of this paper.

In order to define the answer to the query Pq = (Q, P) , where P is a set of
precedence relations over multiple attributes, we need some auxiliary definitions
and notations. Let us denote by P/A a precedence relation over attribute A,
and let us denote by values(P/A), the set of values of dom(A) that appear in
P/A. Given a set of such precedence relations, say P = {P/A1, · · · , P/Ak}, let us
denote by tuples(P) the cartesian product of the sets values(P/Ai), i = 1, · · · , k,
that is:
tuples(P) = values(P/A1) × · · · × values(P/Ak)
There are two ways to define a precedence on the set tuples(P), based on the
precedence relations P/A1, · · · , P/Ak. The first way, called Pareto precedence,
considers that no Ai has precedence over any other attribute Aj; the second,
called Lexicographic precedence considers that the Ai’s form a ranking domain.
The following two propositions describe how the set P of precedences induces a
Pareto or Lexicographic precedence over the set tuples(P).



Proposition 3 (Pareto Precedence). The following binary relation “→P” on
the set tuples(P) is a precedence relation : for all tuples s, t in tuples(P), s →P t

iff s 6= t and, for i = 1, · · · , k, either s.Ai = t.Ai or s.Ai →i t.Ai (where →i denotes
the precedence over Ai).

Proposition 4 (Lexicographic Precedence). Let the attributes A1, · · · , Ak

form a ranking domain with first element A1, last element Ak and succ(Ai) = Ai+1,
for i = 1, · · · , k − 1. The following binary relation “→L” on the set tuples(P) is
a precedence relation: for all tuples s, t in tuples(P), s →L t iff s 6= t and [either
s.A1 →1 t.A1 or (s.A1 = t.A1 and s.A2 · · ·Ak →L t.A2 · · ·Ak)]
Here s.X denotes the restriction of tuple s to the attributes of the set X.

With the above notations and definitions at hand, we can now give the defini-
tion of answer when the query contains precedences over more than one attribute.

Definition 8 (Precedence Over Multiple Attributes). Let Pq = (Q, P) be
a precedence query, where P = {P/A1, · · · , P/Ak}. The answer to Pq, denoted by
ans(Pq), is defined in three steps as follows:

1. Use the precedences P/A1, · · · , P/Ak to define a precedence on the set tu-
ples(P); call the resulting precedence P× where P× stands for either “Pareto”
or “lexicographic” precedence (a choice made by the user).

2. Define the function A1 × · · · × Ak : Ref → dom(A1) × · · · × dom(Ak) such that
(A1 × · · · × Ak)(i) = (A1(i), · · · , Ak(i))

3. Define the answer to Pq as follows:
ans(Pq) = pr

[

(RankP× ◦ (A1 × · · · × Ak))/ans(Q)
]

Note that when P consists of a precedence over a single attribute, then we
find again the answer defined in Definition 7. In fact, all we have said in the
case of precedence over a single attribute carry over for precedence over multiple
attributes, if we replace RankP by RankP× , and the function A by the function
A1 × · · · × Ak (see Definition 8). The only difference is that now, instead of p

attribute values a1, · · · , ap we have p tuples t1, · · · , tp, so the query Qi is now
defined as follows:
Qi = ∨(RankP×)−1(i) = t1 ∨ · · · ∨ tp,
Here, each ti is seen as the conjunction of its attribute values. Let us see an
example.

Example 3. Consider the precedence query Pq = (Q, P), where
Q : (Language = English ∨ German)
P/Category : Poetry → Fiction and P/Format : Pdf → Word

Precedence over attributes: Category → Format (actually given by the user)
To compute the answer of Pq we proceed as follows:
values(P/Category) = {Poetry, Fiction}, values(P/Format) = {Pdf, Word}
tuples(P)=values(P/Category)× values(P/Format)= {Poetry.Pdf, Poetry.Word,
Fiction.Pdf, Fiction.Word}
Note: To simplify matters, we shall use a shorthand notation for the tuples: PP,



PW, FP, FW stand for the tuples Poetry.Pdf, Poetry.Word, Fiction.Pdf, Fic-
tion.Word, respectively.
Induced precedence P× (following the given precedence Category → Format over
attributes):
PP →L PW, PP →L FP, PP →L FW, PW →L FP, PW →L FW, FP →L FW

Ranking RankP× : RankP×(PP) = 3, RankP×(PW) = 2, RankP×(FP) = 1,
RankP×(FW) = 0

We are now ready to proceed as in the case of precedence over a single attribute,
letting f stand for the function Category × Format:
Anwer to Q : ans(Q) = {2, 3, 4, 5, 6, 7, 8}
Answer to Qi, for i = 3, 2, 1, 0
ans(Q3) = (RankP× ◦ f)−1(3) = ans(Category = Poetry ∧ Format = Pdf) = {3}
ans(Q2) = (RankP× ◦ f)−1(2) = ans(Category = Poetry ∧ Format = Word) = {1, 5}
ans(Q1) = (RankP× ◦ f)−1(1) = ans(Category = Fiction ∧ Format = Pdf) = {2, 4}
ans(Q0) = (RankP× ◦ f)−1(0) = ans(Category = Fiction ∧ Format = Word) = {6}
Answer to Pq:

ans(Pq) =
{

〈3, ans(Q3) ∩ ans(Q)〉, 〈2, ans(Q2) ∩ ans(Q)〉, 〈1, ans(Q1) ∩ ans(Q)〉,

〈0, ans(Q0) ∩ ans(Q)〉
}

=
{

〈3, {3}〉, 〈2, {5}〉, 〈1, {2, 4}〉, 〈0, {6}〉
}

6.2 Answering a Scoring Query

To answer a scoring query we use the same formal framework as for a precedence
query. To simplify the presentation, we distinguish again two cases for the scoring
function: scoring over a single attribute, and scoring over two or more attributes.

Definition 9 (Scoring Over a Single Attribute). Let Sq = (Q, S) be a prece-
dence query, where S is a scoring function over a single attribute A. The answer
to Sq, denoted ans(Sq) is defined as follows: ans(Sq) = pr[(S ◦ A)/ans(Q)]

In the case of multiple attributes the only difference with precedence queries lies
in the definition of a scoring function over tuples from the scoring functions over
single attributes. More precisely, let S/A denote a scoring function over attribute
A, let def(S/A) denote the domain of definition of S/A, and for a set of scoring
functions S = {S/A1, · · · , S/Ak} define: tuples(S) = def(S/A1) × · · · × def(S/Ak)
Given a tuple t in tuples(S), one can combine the scores of the individual attribute
values of t in order to assign a score to t. For example, two ways of doing this is
to define the score of t to be either the maximum or the minimum of all scores in
t. Whatever the method used, let us denote by S× the resulting scoring function
on tuples(S).

Definition 10 (Scoring Over Multiple Attributes). Let Sq = (Q, S) be a
scoring query, where S = {S/A1, · · · , S/Ak}. The answer to Sq, denoted by ans(Sq),
is defined in three steps as follows:



1. Use the scoring functions S/A1, · · · , S/Ak to define a scoring function on the
set tuples(S); call the resulting scoring function S×, where S× can be derived
by taking max, min, or some other operation over the scores of each tuple (a
choice to be made by the user).

2. Define the function A1 × · · · × Ak : dom(Oid) → dom(A1)× · · · ×dom(Ak) such
that (A1 × · · · × Ak)(i) = (A1(i), · · · , Ak(i))

3. Define the answer to Sq as follows: ans(Sq) = pr[(S× ◦ (A1 × · · · × Ak))/ans(Q)]

Note that when S consists of a scoring function over a single attribute, then we
find again the answer defined in Definition 9.
The remarks made for precedence queries carry over, in a straightforward man-
ner, to the evaluation of a scoring query Sq = (Q, S), in which S is either a scoring
function over a single attribute (Definition 9) or a set of scoring functions over
multiple attributes (Definition 10); we only have to replace RankP with S, in the
case of a single attribute, and RankP× with S×, in the case of multiple attributes.

7 Concluding Remarks

We have presented a unified formal framework for the definition and evaluation
of both, qualitative and quantitative preference queries. For qualitative queries,
in particular, we have introduced a language for expressing preferences, namely
the language of precedence relations, which is strictly more expressive than the
languages that have been proposed in the literature. Concerning the declaration
of preferences over multiple attributes, we have adopted the approach of declar-
ing preferences over individual attributes, then combining the declarations to
derive preferences over tuples. An alternative approach is to declare preferences
directly on tuples. Clearly, in such a scenario, the definitions of answer given
earlier still hold. However, we think that it is more difficult for a user to ex-
press preferences by comparing or scoring whole tuples rather than individual
attribute values.
Ongoing research aims at two objectives: (a) designing efficient algorithms for
the evaluation of preference queries and (b) designing a user friendly interface
for the declaration of preference queries. Both these tasks are under way.
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