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Abstract. Several dynamic QoS routing techniques have been recently
proposed for new IP networks based on label forwarding. However, no
extensive performance evaluation and comparison is available in the lit-
erature. In this paper, after a short review of the major dynamic QoS
routing schemes, we analyze and compare their performance referring
to several networks scenarios. In order to set an absolute evaluation of
the performance quality we have obtained the ideal performance of any
routing scheme using a novel and flexible mathematical programming
model that assumes the knowledge of arrival times and duration of the
connections offered to the network. This model is based on an extension
of the maximum multi-commodity flow problem. Being an integer linear
programming model, its complexity is quite high and its evaluation is
constrained to networks of limited size. To overcome the computational
complexity we have defined an approximate model, based on the multi-
class Erlang formula and the minimum multi-commodity cut problem,
that provides an upper bound to the routing scheme performance. The
performance presented in the paper has been obtained by simulation.
From the comparison of the schemes considered it turns out that the
Virtual Flow Deviation routing algorithm performs best and it almost
reaches, in several scenarios, the ideal performance showing that no much
gain is left for alternate new schemes.

1 Introduction

The current evolution of Internet architecture is towards service differentiation
and Quality of Services (QoS) support [1]. In order to offer guaranteed end-to-end
performance (as bounded delay, jitter or loss rate), it is necessary to introduce
some sort of resource reservation mechanism and traffic control. With classical
IP routing, however, when the resources are not available on the shortest path,
the connection request is rejected even if sufficient resources exist on alternative
paths.

With new label based forwarding mechanisms, such as MPLS (Multi Proto-
col Label Switching) [2] and GMPLS (Generalized MPLS) [3, 4], per flow path
selection is possible and QoS parameters can be taken into account by routing al-
gorithms. The goal of QoS routing schemes is to select a path for each traffic flow
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(micro-flows or aggregated-flows according to routing granularity) that satisfies
quality constraints based on the actual available resources in the network.

The QoS requirement of a connection can be given as a set of constraints on
link and paths. For instance, bandwidth constraints require that each link on
the path has sufficient bandwidth to accommodate the connection.

The QoS routing algorithms proposed in the literature [5–11] can be classi-
fied into static or dynamic, and online (on demand) or offline (precomputed) [6].
Static algorithms use only network information that does not change in time,
while dynamic algorithms use the current state of the network, such as avail-
able link capacity and blocking probability. In online routing algorithms, path
requests are considered one by one, and usually previously routed connections
cannot be re-routed. Offline routing does not allow new path route computation
and it is usually adopted for permanent connections.

From the user point of view QoS routing algorithms must satisfy the QoS
requirements, while from the provider point of view they have also to maxi-
mize the resource utilization. For online routing schemes the maximum resource
utilization is achieved by minimizing connection rejection probability of future
requests.

This paper is focused on the performance evaluation of dynamic online QoS
routing algorithms [12].

First, we review some of the most popular algorithms proposed in the litera-
ture, such as the Min-Hop Algorithm (MHA) [13], the Widest Shortest Path Al-
gorithm (WSP) [14], the Minimum Interference Routing Algorithm (MIRA) [15],
the Profile-Based Routing algorithm (PBR) [11] and the Virtual Flow Deviation
(VFD) algorithm [17]. We describe in some detail MIRA and VFD algorithms.
These algorithms take explicitly into account the topological layout of the ingress
and egress points of the network. The VFD algorithm, recently proposed in [17],
considers also the traffic statistics. More precisely, VFD exploits the knowledge
of the layout of the ingress/egress nodes of the network, and uses the statistics
information about the traffic offered to the network in order to forecast future
connections arrivals.

Then, to provide a measure of the quality of the performance, we present some
theoretical bounds to the performance achievable by any online QoS routing
algorithm by means of two novel and flexible mathematical models.

The first one, Ideal Routing (IR), is an Integer Linear Programming model
and is based on an extension of the maximum multi-commodity flow prob-
lem [18]. It provides an optimal routing configuration capable of accommodating
the traffic offered to the network. The model minimizes the number of rejected
connections assuming that the connection arrival times and their durations are
known. Accepted connections are provided a single path which is maintained for
the whole connection lifetime (no re-routing is allowed). The IR model describes
an ideal routing scheme that achieves the minimum connection rejection prob-
ability. However, due to the complexity of its formulation, the solution of this
model requires long computing time and large memory, even with state of the
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art optimization tools [19]. Therefore, its applicability is limited to small size
network scenarios.

The second model, based on the multi-class Erlang formula and on the mini-
mum multi-commodity cut problem [20–22] (Min-Cut model), is an approximate
one and provides a looser lower bound to the connection rejection probability. It
can be applied to larger and more complex network topologies since its memory
occupation and computing time are considerably lower than in the first model.

The numerical results on the performance of the algorithms considered have
been obtained by simulating a set of relevant network scenarios. The comparison
of these results with the bounds obtained with the IR and Min-Cut models shows
that the VFD algorithm performs quite close to the ideal algorithm.

The paper is structured as follows: in Section 2 we address the QoS routing
problem and we review some existing routing algorithms. In Section 3 we review
the Virtual Flow Deviation algorithm, pointing out its innovating features. In
Section 4 we illustrate the IR model, discussing the problem of setting the objec-
tive function parameters, and the Min-Cut model. In Section 5 we analyze and
discuss the performance of online algorithms under a variety of network scenar-
ios, comparing their performance to the theoretical bounds calculated using the
mathematical models. Section 6 concludes the paper.

2 Dynamic Online QoS Routing Schemes

In this section we review some of the most relevant dynamic QoS algorithms
proposed in the literature. In the following we assume that all the quality pa-
rameters requested by incoming connections can be controlled by defining an
equivalent flow bandwidth as discussed in [23, 24]. This assumption allows us to
focus only on bandwidth constraints.

Let a network be represented by a graph G(N, A), where the nodes N rep-
resent routers and arcs A represent communication links, as shown in Figure 1.

The traffic enters the network at ingress nodes Si and exits at egress nodes
Ti. Each connection requires a path from Si to Ti. The capacity Cij and the
actual flow Fij are associated to each link (i, j). The residual bandwidth of link
(i, j) is defined as Rij = Cij − Fij .
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A new connection can be routed only over links with Rij greater or equal
to the requested bandwidth. Referring to a new connection k with requested
bandwidth dk, a link is defined as feasible if Rij ≥ dk. The feasible network for
connection k is the sub-graph of G obtained by removing all un-feasible links. A
connection can be accepted if at least one path between Si and Ti exists in the
feasible network. The minimum Rij over a path defines the maximum residual
bandwidth of that path.

The Virtual Flow Deviation (VFD) is a new routing algorithm, recently pre-
sented by the authors [17], that aims to overcome the limitations of the routing
algorithms just reviewed by exploiting all the information available when a route
selection must be taken.

To better describe the current state of the network and to forecast its future
state, VFD exploits the topological information on the location of ingress/egress
pairs, used by MIRA, as well as the traffic statistics obtained by measuring the
load offered to the network at each source node. This information plays a key
role in choosing the best route of a new request in order to prevent network
congestion.

To account for the future traffic offered to the network, VFD routes not only
the real call, but also some virtual calls which represent an estimate (based on
measured traffic statistics) of the connection requests that are likely to interfere
with the current real call. The number of these virtual calls, as well as the origin,
destination, and the bandwidth requested should reflect as closely as possible the
real future conditions of the network. These parameters can be estimated based
on the past traffic statistics of the various ingress/egress pairs, as detailed in [17].

The accuracy of the measured traffic statistics is an important factor for the
performance of the algorithm. However, even if the traffic statistics are not very
accurate, the use of this information has shown to be effective and to provide
better performance than simply using the topological information about the
position of source and destination nodes as performed by MIRA.

All the information on the network topology and the estimated offered load
is used to select a path which uses at best the network resources and minimizes
the number of rejected calls. Such a path selection is performed in VFD by the
Flow Deviation method [25, 26], which allows to determine the optimal routing
for all connections entering the network.

3 Mathematical Models

In this Section we introduce two novel mathematical models that provide bounds
to the performance achievable by any dynamic online routing algorithm.

The first model, Ideal Routing (IR), assumes the exact knowledge of future
traffic. The routing decisions are taken to optimize the operation of the network
loaded with the actual present and future traffic. No practical routing scheme
can perform better. The model is based on an extension of the maximum multi-
commodity problem and its solution obtained by ILP.
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The second model, Min-Cut, releases all the constraints due to the network
topology and optimizes the call acceptance assuming that the min-cut capacity
of the network can be fully exploited. Its solution, based on minimum multi-
commodity cut problem, is easier to obtain than IR. However, it provides a
looser lower bound to the rejection probability that can anyway be used as a
performance benchmark for large networks scenarios.

3.1 Ideal Routing Model

The basic assumption of the IR model is the knowledge of future traffic offered
to the network. Let K = {1, . . . , Nc} be the set of connections, each one rep-
resented by the triplet (Sk, Tk, dk) that specify source node, destination node
and requested bandwidth. Connection k is further characterized by its arrival
time, tk and its duration τk. Given Nc connections (Fig. 2 shows an example for
Nc = 4), the time interval from the arrival of the first connection and the last
ending time of a connection is subdivided in a set I of 2Nc − 1 time intervals.
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Fig. 2. Arrival time and duration of the connections offered to the network.

In each time interval, t, the number of active connections M(t) remains
constant. This number changes by one from interval to interval: it increases
if a new connection arrives, and decreases if a connection ends. Let us denote
with B(k) the time interval beginning at the arrival time of connection k, and
with Ik the set of time intervals in which connection k is active.

Given the function M(t), the optimum routing must minimize the call rejec-
tion probability. This optimization problem can be formulated as Integer Linear
Programming (ILP) if the following notations and definitions are adopted.

Let G = (N, A) be the direct graph representing the network. Let n = |N |
and m = |A| be the number of nodes and arcs, respectively. The capacity Cij is
associated to each arc (i, j).

For each connection k, k ∈ K, create two new nodes SSk and TTk and two
new directed arcs, (SSk, Sk) and (Tk, TTk), of infinite capacity. Let SN and
TN be the sets of the added nodes containing all SSk and TTk, respectively.
Similarly, let ASN and ATN be the sets of arcs containing all (SSk, Sk) and
(Tk, TTk), respectively.

Finally let G′ = (N ′, A′) with N ′ = N ∪SN ∪TN and A′ = A∪ASN ∪ATN .
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Based on the above definitions and notation, we establish the ILP formulation
of the IR model. To this purpose, let us define the following decision variables:

xk
ijt =

{
1 if connection k is routed on arc (i,j) in time slot t
0 otherwise

for (i, j) ∈ A′, k ∈ K and t ∈ I. We force xk
ijt = 0, ∀t /∈ Ik.

Since the goal is to minimize the connection rejection probability, we can
equivalently maximize the number of connections accepted by the network. The
problem can thus be formulated as follows:

Maximize
∑
k∈K

bk · xk
SSkSkB(k) (1)

s.t.
∑
k∈K

dk · xk
ijt ≤ Cij ∀(i, j) ∈ A, t ∈ I (2)

∑
(j,l)∈A′

xk
jlt −

∑
(i,j)∈A′

xk
ijt =




1 if j ∈ SN
0 if j ∈ N

−1 if j ∈ TN
∀k ∈ K, j ∈ N ′, t ∈ I (3)

xk
ijt = xk

ijB(k) ∀k ∈ K, (i, j) ∈ A′, t ∈ Ik (4)

xk
ijt ∈ {0, 1} ∀k ∈ K, (i, j) ∈ A′, t ∈ Ik (5)

The objective function (1) is the weighted sum of the connections accepted
in the network, where bk represents the benefit associated with connection k.
Different settings of bk are possible, and they reflect different behaviors of the
model as discussed later.

Constraints (2) ensure that, at each time slot, the total flow due to all the
connections that use arc (i, j) does not exceed the arc capacity, Cij , for all
(i, j) ∈ A.

Constraints (3) represent the flow balance equations expressed for each node
belonging to the extended graph G′, in each time slot t ∈ T . Note that these
constraints define a path for each connection between its source and destination
nodes.

Constraints (4) impose that the accepted connections cannot be aborted or
rerouted for their entire lifetime.

Finally, requiring that the decision variables in (5) are binary implies that
each connection is routed on a single path.

The online QoS routing algorithms we are considering in this paper do not
reject a new connection with (Sk, Tk, dk) if at least one path with a residual
available bandwidth greater than or equal to the requested bandwidth dk exists.

To account for this feature, the objective function (1) must be properly set.
To this purpose it is sufficient to set:

bk = 2Nc−k (6)

having numbered the Nc connections from 1 to Nc according to their arrival
times. With such a setting of bk the benefit to accept connection k is always
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greater than the benefit of accepting, instead, all the connections from k + 1 to
Nc, since:

2Nc−k >

Nc∑
i=k+1

2Nc−i (7)

This choice of the weights bk allows the mathematical formulation to model
very closely the behavior of real online routing algorithms. To verify the accuracy
of the model we have considered a simple scenario where a single link connects a
source-destination pair. We have obtained the performance in the case of channel
capacity equal to 20 bandwidth units and assuming the bandwidth bk to be uni-
formly distributed between 1 and 3 units and the lifetime τk to be exponentially
distributed with mean 15 s.

In this simple case all the routing algorithms provide the same performance
since only one path exists between source and destination. The rejection prob-
ability shown in Fig. 3(a) has been computed using the multi-class Erlang For-
mula. The bound provided by the IR model completely overlaps the online rout-
ing performance. Note that different choices of bk provide different IR Model
performance. For instance, selecting bk = 1 for all k we obtain the performance
shown in Fig. 3(b). The large reduction in rejection probability is expected since
the optimization of the objective function will result in rejecting connections with
high bandwidth requirements and long lifetime in favor of smaller and shorter
ones. The difference between the bound and the real performance increases as
the network load increases.
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Fig. 3. Connection rejection probability versus the average total load offered to a single
link with (a) bk = 2Nc−k (b) bk = 1.

3.2 Min-Cut Model

In this Section we propose a second mathematical model that allows to deter-
mine a lower bound to the connection rejection probability. The solution of this
model has computing times and memory occupation considerably lower than the
previous one. However, in some scenarios, the bound obtained can be quite lower
than the value provided by IR.
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Let us consider a directed graph G = (N, A) defined by a set of nodes,
N , and a set of arcs, A each one characterized by a capacity Cij . A set of
source/destination pairs K = {1, ..., Ns}, indicated by Si and Ti, respectively,
i ∈ K, is also assigned. Each source Si generates a flow αfi, towards destination
Ti, that can be split over multiple paths. The problem is to find the maximum
α, indicated by α∗, such that for all i ∈ K the flow quantities α∗fi can be routed
to their destinations.

The solution to this problem, obtained via linear programming techniques,
provides the maximum multi-commodity flow Fmax =

∑
i∈K α∗fi. Note that

Fmax represents a lower bound to the capacity of the minimum multi-commodity
cut of the network, as discussed in [21, 22].

Once Fmax has been obtained, the connection rejection probability for the
given network scenario is obtained by using the multi-class Erlang formula with
Fmax servers [20] that is briefly reviewed in the following.

Let us consider N different traffic classes offered to a network system with
C servers. The connections belonging to the class i request di bandwidth units.
The connections arrival process is a Poisson process with average λi, while the
connections duration is distributed according to a generic distribution fΘi(θi).
Let Λ =

∑N
i=1 λi be the total load offered to the network.

An appropriate state description of this system is n = (n1, ..., nN ), where
ni, i = 1, ..., N is the number of connections belonging to the class i that occupy
the servers. The set of all the possible states Ω is expressed as Ω = {n|X ≤ C},
where X , the total occupation of all the servers, is given by X =

∑N
i=1 nidi.

If we indicate with Ai = λiE[Θi] the traffic offered to the network by each
class, the steady state probability of each state is simply given by the multi-class
Erlang formula:

π(n) =
1
G

N∏
i=1

Ani

i

ni!
(8)

where G is the normalization constant that ensures that the π(n) sum to 1 and
it has therefore the following expression:

G =
∑
n∈Ω

π(n) =
∑
n∈Ω

(
N∏

i=1

Ani

i

ni!
) (9)

Using the steady state probability calculated with equation (8) we can derive
the loss probability of the generic class i, Πi, as follows:

Πi =
∑

n∈Bi

π(n) (10)

where Bi is the set of the blocking states for the class i, defined as Bi = {n|C −
di < X ≤ C}. The overall connection rejection probability, prej , is then given
by:

prej =
N∑

i=1

AiΠi∑N
i=1 Ai

(11)
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If we substitute C with the maximum multi-commodity flow value Fmax in
all the above expressions, we can compute the connection rejection probability
using equation (11).

In network topologies with high link capacities, Fmax can assume high values,
and the enumeration of all the allowed states becomes computationally infeasible,
since the cardinality of Ω is of the order of FN

max [27]. In these network scenarios,
equations (8)-(11) are computationally too complex so we propose to apply the
algorithm described in [27, 28] that computes recursively the blocking probability
based on the peculiar properties of the normalization constant G. For network
topologies with very high link capacities we implemented the inversion algorithm
proposed in [29] to compute the blocking probabilities for each class.

4 Numerical Results

In this Section we compare the performance, measured by the percentage of re-
jected calls versus the average total load offered to the network, of the Virtual
Flow Deviation algorithm, the Min-Hop Algorithm and MIRA with the bounds
provided by the mathematical models presented in the previous Section refer-
ring to different network scenarios in order to cover a wide range of possible
environments.

The first scenario we consider is illustrated in Figure 4. In this network
the links are unidirectional with capacity equal to 120 bandwidth units. In the
following capacities and flows are all given in bandwidth units. The network
traffic, offered through the source nodes S1, S2 and S3, is unbalanced since
sources S2 and S3 generate a traffic four times larger than S1. Each connection
requires a bandwidth uniformly distributed between 1 and 3. The lifetime of
the connections is assumed to be exponentially distributed with average equal
to 15s.

S

S

S

T

T

T

Fig. 4. Network topology with unbalanced offered load: the source/destination pairs
S2-T2 and S3-T3 offer to the network a traffic load which is four times higher than that
offered by the pair S1-T1.
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In this simple topology connections S1-T1 and S3-T3 have one path only,
while connections S2-T2 have two different paths.

The rejection probability versus the offered load for MIRA, MHA, VFD, IR
and Min-Cut models are shown in Fig. 5. The poor performance of MIRA is
due to its lack of considering any information about the load distribution in the
network. In this particular topology, due to critical links (1,2), (2,3) and (8,9),
S2-T2 connections are routed on the path (5-8-9-6) that contains the minimum
number of critical links. MHA, that selects for connections S2-T2 the path with
the minimum number of hops, routes the traffic as MIRA and their performances
overlap. Better performance is achieved by VFD. Since its behavior depends on
the number of virtual connection N ′

v used in the routing phase, we have consid-
ered three cases: N ′

v = 0, N ′
v = 0.5 · Nv and Nv = �(Nmax − NA)�. In the first

case, even if no information on network traffic statistics is taken into account, the
VFD algorithm achieves much better performance than previous schemes due to
the better traffic balance provided by the Flow Deviation algorithm. Only when
the offered load reaches very high values the improvement reduces. The third
case corresponds to the VFD version described in Section 3.2 that takes most
advantage from traffic information. The best performance has been measured
and the gain over existing algorithms is provided even at high loads. An inter-
mediate value of N ′

v (case 2) provides, as expected, intermediate performance.
As far as the performance of the two mathematical models, we observe that
the approximate Min-Cut model curve overlaps that of the IR model. Note that
VFD performs very close to the theoretical bounds in this scenario.

To investigate the impact of connection lifetime distribution, we have con-
sidered a Pareto distribution with the same average as the previous exponential
distribution and several shape parameters (α = 1.9, 1.95, 2.1, 3). The perfor-
mance observed in all cases are within 1% of those shown in Fig. 5.
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Fig. 5. Connection rejection probability versus the average total load offered to the
network of Figure 4.
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To test the sensitivity of the performance to the network capacity, we have
considered, for the network in Fig. 4, different parameters. The results, shown in
Fig. 6, are very similar to those of Fig. 5. It is worthwhile to observe that in all
the different scenarios considered the approximate model provides results very
close to IR. This validates the approximate model that can be easily evaluated
even in more complex networks.
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Fig. 6. Connection rejection probability versus the average total load offered to the
network of Fig. 4 (a) with link capacity equal to 24 and bandwidth requests always
equal to 1 (b) with link capacity equal to 60 and bandwidth requests always equal to 1.

A more realistic scenario that was first proposed in [15] is shown in Fig. 7.
The links marked by heavy solid lines have a capacity of 480 while the others
have a capacity equal to 120, in order to replicate the ratio between OC-48 and
OC-12 links. The performance for the case of balanced offered traffic, considered
in [15], are shown in Figure 8(a).

VFD and MIRA achieve almost the same performance and are much better
than MHA. VFD presents a slight advantage at low load since it starts rejecting
connections at an offered load 10% higher than MIRA. We have measured that a
rejection probability of 10−4 is reached at an offered load of 420 connections/s by
MIRA as opposed to 450 connections/s for VFD. Also in this case the IR model
is computationally too demanding. Therefore, we applied the Min-Cut model
with the inversion algorithm proposed in [29], as the maximum multicommodity
flow is equal to 1200 bandwidth units.

If we consider on the same topology an unbalanced load where for instance
traffic S1-T1 is four times the traffic of the other sources, the improvement in the
performance obtained by VFD is much more significant. The results shown in
Figure 8(b) confirm that unbalanced situations are more demanding on network
resources and the rejection probability for the same given offered load is much
higher. In these more critical network operations VFD has proved to be more
effective providing improvements of the order of 20% and well approaching the
lower bound provided by the Min-Cut model.
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Fig. 7. Network Topology with a large number of nodes, links, and source/destination
pairs.
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Fig. 8. Connection rejection probability versus the average total load offered to the
network of Fig. 7 (a) where all sources produce the same amount of traffic; (b) where
the traffic between S1-T1 is four times higher than the traffic produced by the other
pairs.

5 Conclusions

We have discussed and analyzed the performance of online QoS routing algo-
rithms for bandwidth guaranteed connections in MPLS and label switched net-
works.

To provide a theoretical bound on the performance achievable by dynamic
online QoS routing algorithms we have proposed two novel mathematical models.
The first is an Integer Linear Programming model that extends the well known
maximum multi-commodity flow problem to include connections arrival-times
and durations, while the second, which has a much lower complexity, is based on
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the application of the multi-class Erlang formula to a link with capacity equal
to the residual capacity of the minimum network multi-commodity cut.

We have shown that the Virtual Flow Deviation scheme not only allows to
reduce remarkably the blocking probability with respect to previously proposed
routing schemes, but it also well approaches the lower bounds provided by the
mathematical models in the considered network scenarios.
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