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Abstract—This paper addresses the joint pricing and network
selection problem in cognitive radio networks. The problem
is formulated as a Stackelberg game where first the Primary
and Secondary operators set the network subscription price
to maximize their revenue. Then, users perform the network
selection process, deciding whether to pay more for a guaraeed
service, or use a cheaper, best-effort secondary network, here
congestion and low throughput may be experienced.

We derive optimal stable price and network selection settigs.
More specifically, we use theéNash equilibrium concept to charac-
terize the equilibria for the price setting game. On the othe hand,
aWardrop equilibrium is reached by users in the network selection
game, since in our model a large number of users must determé
individually the network they should connect to. Furthermore, we
study network users’ dynamics using a population game model
and we determine its convergence properties under replicar
dynamics, a simple yet effective selection strategy.

Numerical results demonstrate that our game model captures
the main factors behind cognitive network pricing and netwak
selection, thus representing a promising framework for thedesign
and understanding of cognitive radio systems.

Index Terms. - Cognitive Radio Networks, Pricing, Network
Selection, Stackelberg Game, Population Game Model, Repétor
Dynamics.

I. INTRODUCTION
Cognitive radio networks (CRNSs), also referred to x5

guarantees, or act as a secondary user (paying the Secondary
operator), sharing the spectrum holes left available Bnked
users and facing lower costs with degraded performance
guarantees. At the same time, we considemptti@ing problem

of both Primary and Secondary operators, who compete with
each other, setting access prices to maximize their regenue

The joint pricing and cognitive radio network selection
problem is modeled as &tackelbergleader-follower) game,
where first the Primary and Secondary operators set their
access prices in order to maximize their revenues. In this
regard, we study both practical cases where (1) the Primary
and Secondary operators fix access prices at the same time,
and (2) the Primary operator exploits his dominant position
by playing first, anticipating the choices of the Secondary
operator. Then, network users react to the prices set by the
operators, choosing which network they should connect to,
therefore acting either like primary or secondary users.

The solution provides an insight on how rational users
will distribute among existing access solutions (highece
primary networks vs. lower-price secondary networks).,, i.e
the proportion of players who choose different strategies.

We adopt a fluid queue approximation approach (as in [3],
[4], [5], [6], [7]) to study the steady-state performanceloése
users, focusing omlelay as QoS metric. Besides considering

networks, are envisioned to deliver high bandwidth to m®biktatic traffic equilibrium settings, we further formulate the
users via heterogeneous wireless architectures and dgnangtwork selection process of cognitive radio users g®jp:

spectrum access techniques [1], [2]. In CRNSranary (or

ulation game[8], which provides a powerful framework for

licensed) User (PU) has a license to operate in a certain speigaracterizing the strategic interactions among largetrarm
trum band; his access is generally controlled by the Primagy agents, whose behavior is modeled atyaamicadjustment
Operator (PO) and should not be affected by the operationsgbcess. More specifically, we study the cognitive users’
any other unlicensed user. On the other hand, the Secondgeavior according teeplicator dynamicg8], [9], since such

Operator (SO) has no spectrum license; therefS8ezondary
Users (SUs) must implement additional functionalitiestarse

users adapt their choices and strategies based on the etiserv
network state.

the licensed spectrum band without interfering with priymar We provide equilibrium and convergence properties of the

users.

proposed game, and derive optimal stable price and network

In this work, we consider a cognitive radio scenario whichelection settings.
consists of primary and secondary networks, as well as & larg More specifically, we use th&ash equilibriumconcept
set of cognitive users, and we focus on a fundamental issieecharacterize the equilibria of the pricing game between
concerning such systems, i.e. whether it is better for a GRfinite number of decision makers (viz., the Primary and
user to act as a primary user, paying the Primary operator ®&condary operators). In addition to that, we further deites
costlier, dedicated network resources with Quality of ®&rv the Wardrop equilibriumfor the network selection game, in

Copyright (c) 2013 IEEE. Personal use of this material isnyed.
However, permission to use this material for any other psepomust be
obtained from the IEEE by sending a request to pubs-peronis@ieee.org.

which a large number of users must choose individually
the network they should connect to. Such equilibrium is
characterized by two properties, nametgaffic equilibrium
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(the total costs perceived by users on all used networks apectrum usage, using random access, over available grimar
equal) andsystem optimum principléhe average delay/costuser channels, focusing on SUs’ queueing delay performance
is minimum) [10]. A fluid queue approximation approach is adopted to study the

Numerical results obtained in different network scenaricgeady-state delay performance of SUs. In [12], the authors

illustrate that our game captures the main factors behiadalyze the price competition between PUs who can lease
cognitive network pricing and selection, thus represgntin out their unused bandwidth to secondaries in exchange for
promising framework for the design and performance evalua-fee, considering bandwidth uncertainty and spatial reuse
tion of cognitive radio systems. The problem of dynamic spectrum leasing in a secondary
In summary, in an effort to understand the pricing andharket of CRNSs is considered in [14], where secondary servic
networking selection issues that characterize CRNs, ouk wgroviders lease spectrum from spectrum brokers to provide
makes the following contributions: service to SUs.

« the proposition of a novel game theoretical model where Recent works have consideredolutionary gameo study
Primary and Secondary operators set access prices, e users’ behavior in cognitive radio and heterogeneous
users select which network to connect to, based both Bfeless networks [19], [20], [21], [22], [23].
the total delay and the experienced cost. In [19], the authors use evolutionary game theory to in-

« The computation of equilibrium points for our game, a¥estigate the dynamics of user behavior in heterogeneous
well as relevant performance metrics, including the Priciireless access networks (i.e., WMANS, cellular networks,
of Anarchy and the Price of Stability. and WLANSs). The evolutionary game solution is compared to

. The analysis of a dynamic model, based on populatiéhe Nash equilibrium, and a set of algorithms (i.e., popoiat
games, which further illustrates how players convergvolution and reinforcement learning algorithms) are peul
to the equilibrium in a dynamic context under an ead0 implement the evolutionary network selection game model
ily implementable, distributed strategy (viz., replicatoln [20], the dynamics of a multiple-seller, multiple-buyer

dynamics), along with formal, detailed proofs of itsSPectrum trading market is modeled as an evolutionary game,
convergence. in which PUs want to sell and SUs want to buy spectrum

e%Pportunities. Secondary users evolve over time, buyirg th
Spectrum opportunities that optimize their performance in
terms of transmission rate and price. In [21], the authors
in Section III; the equilibrium points of such game, as Weﬁ)roposeadlstrlbuted framework for spectrum access, with a

as its Price of Anarchy and Price of Stability, are deriveWIthout completg network |nfolrmat|on (ie., channgl StBs
in Sections IV and V, respectively. The dynamic networ?nd user selections). In the first case, an evolutionary game

selection model, based on population games and replica?&pmaCh is proposed, in which each SU compares its payoff

dynamics, is presented in Section VI, and its convergenggh the system average payoff to evolve its spectrum access

properties are demonstrated in Section VII. Numerical ItesuI ecision °V9L“”_‘e- I_:or the mcdomple:]g Lnforn;]atslzn cr;t_se,ta
are discussed in Section VIII, while Section IX concludds th ca' NG MecChanism 1S proposed, in which eac estimates

work. its expected throughput locally and learns to adjust its\okéa
selection strategy adaptively. The problem of opportimist
spectrum access in CSMA/CA-based cognitive radio networks
is also addressed in [22] from an evolutionary game theo-
In this section, we first review the most notable works oretic angle.
spectrum pricing and access in cognitive radio networks [3] In our preliminary works [24], [25], we addressed the
[4], [11], [12], [13], [14], [15], [16], [17], [18]. Then, we pricing and network selection problems in cognitive radio
discuss relevant works that use evolutionary games to stuastworks. However, in [24], we assumed that the PO and
the users behavior in CR as well as in heterogeneous wirel&3 useseparatefrequency bands, which greatly simplifies the
networks [19], [20], [21], [22], [23]. problem, and we did not study the impact of the order in which
In [11], the authors provide a systematic overview oaoperators set prices on the quality of the reached equilibri
CR networking and communications, by looking at the keyhe work in [25] differs from the one presented here in that
functions of the physical, MAC and network layers involvedt considered uniquely Primary operators, and a finite set of
in a CR design, and by studying how these layers are crosSlys, which are characterized by elastic traffic demands that
related. In [3], the authors consider the decision-makiran be transmitted over one or multiple frequency spectra.
process of SUs who have the choice of either acquiring aUnlike previous works, which study the interaction between
dedicated spectrum (paying a price) or using the primatyo well-defined sets of users (primary and secondary ones)
user band for free, and they characterize the resulting Nagho already performed the choice of using the primary or
equilibrium for the single-band case. This work differsnfro the secondary network, our paper tackles a fundamenta issu
ours in two main aspects: 1) the CR users already arriveiatCRNSs. In fact, we model the users’ decision process that
the system as secondary or primary ones; SUs have the chaiceursbefore such users enter the CRN, thus assessing the
between dedicated or PU band, and 2) the users’ behavioe@nomic interest of deploying secondary (xG) networkshSu
studied based on queueing theory. The work in [4] considasisoice depends on the trade-off betweestandperformance
a CRN where multiple secondary users (SUs) contend fguaranteesin such networks. At the same time, we derive

The rest of this paper is organized as follows: relat
work is reviewed in Section Il. The network model for th
proposed joint pricing and network selection game is dbedri

IIl. RELATED WORK
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the optimal price setting for both Primary and Secondary TABLE |
operators that play before network users, in order to madmi BASIC NOTATION
their revenue. We use enhanced game theoretical toolsede_ri h Total traffic accepted in the network
from p(_)pulatlon_ game theory, to model _the network sgl_ec_tlon C Wireless channel capacity
dynamics, providing convergence conditions and equilifri ——
. @ Weighting parameter of delay wrt access cost
settings. Ap Total traffic transmitted by Primary Users
As Total traffic transmitted by Secondary Users
I1l. NETWORK MODEL Xp Fraction of Primary Users

We now detail the network model, which is illustrated in Xs Fraction of Secondary Users
Figure 1: a cognitive radio wireless system which consiéts o p1,p2 | Price charged by the PO/SO
a secondary (xG) network that coexists with a primary nekwor K Constant, velocity of convergence

at the same location and on the same spectrum band.
We consider awverlay mode{focusing on the “interference
avoidance” approach [26], [27] to cognitive radio) as in, [3]
[20], [28], where Secondary Users periodically sense tr]glcje
radio spectrum, intelligently detect occupancy in the etiff

We now define userstost functionsas well as theutility
nctionsof Primary and Secondary operators. We assume that

ent frequency bands and then opportunistically commuaic%z ;?:?/lifg;;:gc(gg;d boyr Ia;tgit(\:,vc))txuzfi:a:wsc: d(:i?]r?hb;n(?;fn of
over the spectrum holes left available by Primary Users Y y) exp W

thus avoiding interference with active primary users. Ineot ahd the cost for the player to access such network.

words, our model is an overlay CR where secondary users//é underline that ?jsblmllar modecli is used in [3], where the .
opportunistically access primary users’ spectrum onlymite aVerage cost incurred by a Secondary User (SU) consists 0

is not occupied. As in [3], we further consider perfect prigna WO components: (1) the pri?ei‘b gfsthehdedicgteg spectrum
user detection at the secondary users and zero interfere%@d’ arr:d (2) an avera}ge de ayc M):(Wh erey. is the service
tolerance at each of the primary and secondary users.  Ume- The average delay cost is weighted by a parameter
We assume that users arrive at this system following\’%{1ICh represents the delay vs. m_onetary cost tr_ad_eoff of the
Poisson process with rate, and the maximum achievable>YS: T(_) further support our choice, _another 5|m|lar_ model
transmission rate of the wireless channel (licensed to the P conS|_dered by Anshelevich et al. in [29] for a dl_fferent
and opportunistically used by the SO) is denoted(hyThe networkmg context. The authors set_the.players cost fng§
total traffic A admitted in the network must not exceed it&" edgeedm tlhe netvx:cork 6.13'; cor.nt;:natlonl offa co;,t funct.|on
capacityC; this can be obtained, for example, using admissidjs(*) @nd a latency functiow(x); the goal of each user in

control techniques, which are out of the scope of this papéHCh game is to _minimize th('_:' sum Of_ his cost and Igtency.
ne same model is also used in [30]. Finally, note that in [19]

All these assumptions are commonly adopted in several rec%] .
works like [4], [5], [6], [7]. the authors consider two components, namely throughpet (th
L %yocated capacity to a player, which is obviously relatethe

Each arriving user must choose whether to join the primal . . .
network (paying a higher subscription cost) or the xG or elay experienced by such user) and the corresponding price

(which has a lower subscription cost), based on criteriaeto gsee equations (2) and (3) in [19]).

specified below, i.e., a combination of cost and QoS (service!n this work, we consider a fluid queue approximation
time/latency). approach, which permits to study the steady-state delay per

Finally, let us denote by\p the overall transmission rateformance of both PUs and SUs. To this aim, and without loss

of primary users (i.e., those who choose the primary net)/vo&f generality, we assume that _the wireless char_mel is mddele
and by s the rate of secondary users, so that A\p + \g. 25 & MM|1 queue, with service rat€’ and arrival rate.

Table | summarizes the basic notation used in our game mod&c@!l that both the primary and secondary networks operate
on the same channel; the Primary and Secondary operators fix

the pricesp; andp,, respectively, for accessing their services.

Primary Base Station Therefore, the total cost perceived by primary users isrgive
o .
,<\>\ Secondary by
D) Base Station
RSk —
s P o
A | S— B N Costpy = oI\ + D1, (1)
| 7 Primary Network o ‘\/“ AP
o S i i where parameter. weights the relative importance of the
primaryUser;\‘~\~§%} e 1' - experienced delay with respect to the access cost. Note that
o — Secondary Users primary users are affectekclusivelyby the traffic transmitted

by primary users Xp), and not by the traffic of secondary
Fig. 1. CRN Scenariczj Witz a pgmﬁry network ﬁnd a Second:fﬂm betwork. users fs), since usually, in a cognitive radio network, primary
Arriving users must decide whether to join the primary netwgaying a ; P .
subscription feeg;) for guaranteed QoS, or the xG network (which has zysers hav,e strict priority over second_ary users; thess laiist
lower subscription costpz < p1, and less performance guarantees), basddnerefore implement spectrum sensing and spectrum handove

on the expected cost and congestion levels. strategies to avoid any interference towards primary yses
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can transmit only in the spectrum holes left unoccupied lduopoly competition between such operators. However,én th
these ones. original Cournot duopoly, production quantities (outpwaad
As mentioned previously, we consider perfect primary userices are linear, while in this work we consider a nonlinear
detection at the secondary users and zero interferencancke system which requires non-standard studies that canryobrel
at each of the primary and secondary users. existing results. On the other hand, when the Primary operat
For this reason, secondary users’ performance is affegtedgdays before the Secondary, anticipating his choices, we ha
the whole traffi¢ transmitted by both primary and secondarg Stackelberg game model between the operators.
users; such users are characterized by the following cosThe Nash equilibrium concept will be used for the price
function: setting game, since we have a finite number of decision
makers, i.e., the two network operators. More preciselyash\

Costsy = ! tpg = a t e (@) Equilibrium_is a set qf players’ (here, operators’) strégeg
C—(Ap+As) C—-A each of which maximizes the player’s revenue, and such that
As for operators’ utilities, they correspond to the totd] O"€ of the actors has an incentive to devia_te uni_IaterEfljy.
revenue obtained by pricing users. As a consequence, tlg' ;e;sacl):’?ethe corresponding network configurations ate sa
Primary operator’s utility function is expressed as foléow On the other hand, ®ardrop equilibrium [31] is reached
Up = p1A\p. (3) by CR users in the network selection game, since in our

model a large number of users must determine individually
the network they should connect to. Such equilibrium sassfi
Us = paAs = p2(A — Ap). (4) the two Wardrop's principles, namely traffic equilibriuninét
total costs perceived by users on all used networks are equal

'I_'o ;ummarize, network usersinimizethe perceivgd cost, ang system optimum principle (the average delay/cost is
which is expressed &Sost py = = +p1 (see equation (1)) minimum).

if they choose the primary network, aithstsy = % +p2
(see equation (2)) if they act as secondary users. As
Primary/Secondary operators, they try rieaximizethe total
revenue obtained by pricing primary/f = piAp) or sec- o o
ondary usersl(s = p2Ag), respectively. Users’ cost functions ——— - =—
as well as operators’ utilities are also reported in Tables | ~ AP C—(Ap+2s) C-A
and 111, respectively. This permits to compute the equilibrium traffidor the
primary network as a function of the prices set by both the

TABLE Il PO and SO:
PRIMARY AND SECONDARY USER SCOSTFUNCTIONS

Correspondingly, the Secondary operator’s utility fuotis:

Therefore, at Wardrop equilibrium, primary and secondary
Lers will both experience the same cost, thatisst pyy =
Costgy, of:

+p1 = + p2 +p2. (5)

aX — C(C = N)(p1 — p2)
i = )\ =5 6
Primary User (PU) [ Costpu = &%= +p1 P T =N —pa) (6)

Secondary User (SU) Costsu = g% + p2

with 0 < Ap < . The traffic sent by secondary users,
As, will therefore be equal to\ — Ap. Note that, in order
for the equilibrium condition (5) to hold and for equilibriu
TABLE Il traffic A\p to be comprised in th), A\] range,p; — p2 must

PRIMARY AND SECONDARY OPERATOR SUTILITY FUNCTIONS satisfy the conditiorp1 py < C(g/\_)\ . Furthermore, since
Primary Operator (PO) | Up = p1Ap there is a unique\p value which satis%ies condition (5), such

Secondary Operator (SQ) Us = p2)s value represents the unique Wardrop equilibrium point ef th
network selection game.

The corresponding equilibrium utility for the PO is given
by the following expression:

IV. EQUILIBRIUM COMPUTATION

In this sectioq, we der_i\(e _the equ_ilibrium poin_ts of our B B aX — C(C = N (p1 — p2)
game, namely: (i) the equilibrium traffic sent by primary and Up=piAp=p1+— — C =N —p2) )
secondary users, (ii) steady-state Primary/Secondanatipés ) N )
utilities, as well as (i) equilibrium prices set by the psty. While the utility of the SO will be:

We consider two practical cases: (1) both operators fix

their access pricat the same timetrying to maximize their Us = pahs = p2(X — Ap)

own revenue (Section IV-A), and (2) the PO pldysforethe o(C = \)

SO, anticipating the strategy of this latter, thus exphgjthis =DoA + pz[ =) ] - . (8)
o — - p1 — P2

dominant position (Section IV-B). We will refer to the firsige
as theTOGETHERscenario, while the latter will be referred | _ . . i .

heBEEORE nario. Note that when the Primary an With a slight abuse of notation, we will denote equilibriunowvik still
toast scenario. Note thal when the ary angy x,, and A, since in the following we will almost exclusively refer to
Secondary operators play at the same time, we have a Courgptibrium game conditions.
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Hereafter we compute equilibrium prices for both our Deriving Up with respect to the pricg;, we obtainC +
considered scenarios. \/&2([2‘_0()[02:)(1)(’:;}2”1]; then, imposing that such derivative is
null, we obtain the equilibrium value fgy;, which has the
A. The Primary and Secondary operators fix their price®llowing expression:

simultaneously (TOGETHER scenatrio)

In this scenario, both the Primary and Secondary operators o« 1— (7 h.o
fix their prices simultaneously, trying to maximize their ow pr="77" )\{ —(Z+ §> }’
revenue. As a consequence, to maximize the utility function 2/3 2/3
of the PO, it suffices to take the derivativelf with respect Wherez = (4)'/* [(\/ 1+ %h“rl) + (\/ L+ %hQ—l) }
to p1, imposing its equality to zero: andh = 02_23

If we combine such expression pf with (12), we obtain

(15)

OUp _ o a(C=Na—(C=N(p1—p2)]+a(C = N)?p1 _, the equilibrium price set by the Secondary operator:
Ip1 [a = (C = N)(p1 — p2)]?
®) o h h
Hence, we can express the prigeas a function ofp,: p2=m—>(Z+ )= (Z+3)l (16)

o C—-A C. Comments
p1=p2+—{1_\/( )[oz—i—(C—)\)pg]}. (10) _ _
C—=A aC Note that, in both th@ OGETHERand BEFOREScenarios,
Similarly, the Secondary operator aims at maximizing hisquilibrium prices are unique. In fact, if we compute the

revenuel/s; by derivingUs with respect tap, and imposing second derivatives in both network scenari%%@ andZ.Us),

its equality to zero, we obtain: they are both negative for all price values in the feasibdg
p1—p2 < #A_A) Hence, the maximums, as well as the Nash
oUg a?(C = \) —a(C — \)?p, equilibrium points, are unique.
Ops =(A-0)+ [a—(C=N(p1—p2))2 =0, (11) Furthermore, equilibrium pricesp{ and ps) are directly

proportional to o, while equilibrium flows fp and \g)
are independent ofy; this can be seen by substituting, in
expression (6)p1 — p2, which is proportional toa. As a

and the expression gf; as a function ofp; is given by:

N S N 2 _ _ consequence, operators’ utilities grow proportionallyvtAll
S (SN {a= Vo —al@=Api). (12) these trends will be illustrated in more detail in the Nuroati
Finally, combining expressions (10) and (12) we obtain tHaesults section.

equilibrium price value®, andp,, which are function ofy, Finally, primary users’ equilibrium trafficAp, decreases
C and X: with increasingC' values, while secondary users’ traffic fol-

lows an opposite trend. As for operators’ prices and esiti

(302 = \%) — (C — N2, /25=32 13 they both decrease witfi, as we will quantify in Section VIII.

pPL= 1

2(2C — N2(C — \)
CVOCT —BA — (3C — 20)VT — A

V. PRICE OFANARCHY AND PRICE OF STABILITY

P2 = 5 , (14) We now investigate the efficiency of the equilibria reached
2(2C = A)2VC = A by operators and users in our joint pricing and network
with p; > 0 andps > 0. selection game, through the determination of the Price of

Anarchy (PoA) and the Price of Stability (PoS). They both
B. The Primary operator plays before the Secondary (BEuantify the loss of efficiency as the ratio between the cbat o
FORE scenario) specific stable outcome/equilibrium and the cost of thenogti

In this case, we have a Stackelberg game between opétdicome, which could be designed by a central authority.
tors, in which the Primary operator is the leader while th§ particular the PoA, first introduced in [32], considere th
Secondary operator is the follower. worst stable outcome (that with the highest cost), while the

The PO will therefore anticipate the choice of the SO (whB0S [29] considers the best stable equilibrium (that wita th
will set the priceps in order to maximize his utility), and will lowest cost). However, we observe that in our game these two

play his best strategy, setting the optimal value fortaking Performance metrics coincide due to the uniqueness of the

into account the choice op, operated by the SO. equilibrium reached by network users. For this reason, én th
To derive the equilibrium prices in such scenario, it sufficdollowing we will refer exclusively to the first performance

to take the derivative of/s with respect to the price,, figure, the PoA, which has a particular importance in charac-

obtaining p» in function of p; (see equation (12)). We nextterizing the efficiency of distributed game formulations.

insert the expression gf, in (7), obtainingUp as a function  To determine the optimal system-wide solution, we define

of p1: the social welfareS as the weighted average of the delays
Un — o aA=0C) experienced by primary and secondary usérss therefore a
P= pl{ + \/a2 —a(C = \p } function of the amount: of traffic sent by primary users:
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B. PoA for the BEFORE scenario (the PO plays before the
oz a(A—x) SO
S(a:):c_ + oo )
v In this case, the total delay of cognitive users at equilitori
Note thatp; andp, do not appear in the social welfare’ S(TDB) can be expressed as:
expression, since all the prices paid by primary/secondary
users (which represent for themassutility or cos) correspond

to a symmetricutility or gain for the Primary/Secondary TDZ =a Ay + A __ad (p1 — p2)Ap
operators, who collect this income in exchange for the nekwo C=X C—A C=2A
services they offer. — [— 24+ ——(Z+ ﬁ) + L }, (21)

To minimize this quantity, it suffices to derive with respect C—-A 3 Z+1t
to x and impose its equality to zero, thus obtaining: where

dS(z) aC @ h - 4 2/3 2/3
= - = — (2H1/3 Zp2 Zp2_
o (C—ap C-a " Z2=(3) [(V1+27h +1) (VHz?h )]

which leads taz,,;, = C — /C(C — \). andh = &2

The optimal social welfare is therefore equal to: The Price of Anarchy is therefore equal to:

Podn — TDE
S, 41):0{ — /@ =N A—CJM/C(Cf)\)} OB = S @onin)
mn \/ﬁ C . )\ C — )\ C h

1
—24 == (Z+ )+ |-
_ 2(VC—A— /) cC-\" T3 Tk

Recall that the total traffic transmitted by primary users at Note that both expressions (20) and (22) are independent of
the Wardrop equilibrium is given by expression (6), and the.
equilibrium traffic for secondary usersig = A — \,.

The (average) total delay experienced by primary/secondar /| cognITIVE USERS B EHAVIOR: REPLICATOR
users at equilibrium is therefore equal to: DYNAMICS

\ A\ After having characterized tratatic, steady-state equilibria
L R (18) reached by network operators and users in the joint pricing
C=X C-A and spectrum selection game, in this section we furthersfocu
while the Price of Anarchy (PoA) is defined as the ration modeling thedynamicbehavior of network users.
between the cost of the worst (here, the unique) equilibriumTo this aim, we use population dynamics (and, in particular,
and the social optimumPoA = (TDE replicator dynamicy to model the behavior of users who
Hereafter, we derive the closed- form expressions for tldecide which network they should connect to, since such
PoA in both the considered scenarios (i.e., @GETHER dynamics models network users who adapt their choices and
and BEFORE scenarios). To this aim, it is sufficient to usestrategies based on the observed state of the system (in term
equilibrium expressions fokp and Ag in both scenarios. of costs and congestion, in our case).
Before introducing replicator dynamics for our network

A. PoA for the TOGETHER scenario (the PO and SO p Iectiqn game, we must first define some relevant game
theoretic concepts.

TDE:Oé

together)
The total delay of cognitive users at equilibriufilpZ) can ) . )
be expressed as follows: A. Introduction to Population Games and Replicator Dynam-
ics
T » As a\ Hereafter we briefly introduce population games and repli-
ITDp = O‘(j W + O‘C N OC_ (P1 = p2)Xp cator dynamics; for more details, the reader is referredhé¢o t

_ B B — — book by W. H. Sandholm [8].
= aC(9C — 5) — a30 —21)v/(C — N(9C 5)‘). 1) Population GamesA population game&, with ¢ non-

(2C = N[(C = X) +/(C =N (9C —5))] atomic classes of players (i.e., network users) is defined by
(19) massanda strategy set for each class, and a payoff funotion f

Therefore, the Price of Anarchy can be calculated as: €ach strategy. By a non-atomic population, we mean that the
contribution of each member of the population is very small;

Podn — TDL this is the case in our game, where a large set of users compete
T S (@min) for CRN’s bandwidth resources. We denote the set of classes
C(9C = 50)VC — X — (3C — 20)(C — \)VIC — 5X by ©Q ={1,...,Q}, whereQ > 1. The class; has massn?.
T 2020 — M[(C = A) +/(C = NOC —5N][VC — T —=2A]  Let S? be the set of strategies available for players of class
(20) ¢, where S = {1,...,s9}. These strategies can be thought
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of as the actions that members @tould possibly take (i.e., operators. Hence, the total traffic accepted in the primary

connecting to the primary or the secondary network). network is equal to\p = AX p, and the one accepted in the
During the game play, each player of clagsselects a secondary network ids = A Xg.

strategy fromS?. The mass of players of clagsthat choose = The proposed replicator dynamics provides a means to

the strategy: € S?is denoted by, where) | ., 2% =m?. analyze how players can “learn” about their environmend, an

n? n

We denote the vector of strategy distributions being used bgnverge towards an equilibrium choice. Replicator dyrami

the entire population byr = {z!,... 29}, wherez! = is also useful to investigate the speed of convergence of
{x’i,...,mii}. The vectorz can be thought of as the statestrategy adaptation to reach a stable solution in the game.
of the system. A mathematical analysis to bound such speed is provided

The marginal payoff function (per mass unit) of playerisn Section VII. In this case, CR users need to know some
of classq who play strategyn when the state of the systeminformation, viz. the total cost (the service delay plus the
is x is denoted byF?(x), usually referred to aditnessin price charged by the PO/SO, respectively) and the size of the
evolutionary game theory, which is assumed to be continugaspulations X p, Xg) that already performed such selection,
and differentiable. The total payoff of the players of clgss before undertaking the best choice based on the system state
is therefore) o, Fl(x)xd. As illustrated in Section Ill, the goal of each cognitiveiad

2) Replicator DynamicsThe replicator dynamics describesuser is tominimize a weighted sum of his delay (latency)
the behavior of a large population of agents who are randon@pd price paid to the network operator (either primary or
matched to play normal form games. It was first introduced 8econdary)q being the parameter which permits to give more
biology by Taylor and Jonker [33] to model the evolution ofveight to delay with respect to the paid price. Hence, we can
species, and it is also used in the economics field. Recenftyymalize the network selection game as follows:
such dynamics has been applied to many networking problems,
like routing and resource allocation [34], [35]. . -

Given x4, which represents the proportion of players ofP = KXP{C “aXp D

class g th:';t choose strategy:, as illustrated before, the —aX o
—( P _XP'pl_(l_XP)(—‘f'pQ))}:

replicator dynamics can be expressed as follows: C—\Xp C—\
(% (0%
1 = —_ _ j—
i =2t [Fi() - — 3 Filat],  (29) KXp(1=Xp)| =pitm+ gy Cf)\Xp}’
m
nesa (24)

Wherejﬁ% repl‘esents the derivative me with reSpeCt to time. where XP represents the derivative dfp with respect to
In fact, the ratioz?/z2 measures the evolutionary succesgme.
(the rate of increase) of a strategy This ratio can be also  Thjs equation has the same structure as the replicator dy-
eXpressed as the difference in fltnd%(lﬂ) of the Strateg)n namics (See equation (23)) the first terﬁﬁ(m) = ﬁ _
and the average fitness; >°, g, FY(2)z4, of the classy.  5,) corresponds to the total cost (the service delay plus the
An important concept in population games and replicat@fice charged by the PO) perceived by users that choose to

dynamics isNardropequilibrium [31], which we introduced in connect to the primary network, using 8|1 approximation;

Section IV. In this context, a stateis a Wardrop equilibrium the second term - S pegs Fd(z)zd = C*fAXXPP — Xp -

if for any classq < Q, all strategies being used by the, — (1 - Xp)(525 +p2)) represents the average cost/delay
members of; yield the same marginal payoff to each membepcurred by the fractionXp of primary users as well as by

of ¢, whereas the marginal payoff that would be obtained Rjfe fractionXs of secondary users (recall that andp, are
members ofy is lower for all strategies not used by clags the prices charged by the Primary and Secondary operator,

respectively).
B. Cognitive Users’ Behavior in the Network Selection Game: In particular, the speed of variation &fp is proportional to
Replicator Dynamics the population size&(p (via the proportionality coefficienk’),

Having reviewed the mathematical tools we will rely onWhiCh models the willingness of the population to change

we now focus on the cognitive radio scenario illustrated ﬁrztegy._l i b itten for S d U
Section 1ll, introducing replicator dynamics for the netwo simiiarequation Ctﬁn € I\'N”tend or ‘?COf} ary hseSrfJ,
selection game. In particular, we consider a populationegarwUS We can express he replicator dynamics for suc S

G with a non-atomic set of playerg & 1), which is defined as follows:
by a strategy setdenoted byS = {s,, s}, identical for all

. . « «
players, and @ayoff functiorfor each strategys,, means that X¢ = KXs(1—Xg)|p1 —p2 — + .
the player chooses ttgrimary network, ands; that the player C=x (C=N+ )‘X~29
chooses thesecondarynetwork, using the spectrum holes left (25)
free by primary users. Obviously, by comparing these two expressions it can be

Our goal is to determine the dynamic network selectiorerified that conditionX,, + X = 1 holds.
settings Xp and Xg = 1 — Xp), i.e., the fraction of players It can be demonstrated [8] that Wardrop equilibria are the
that choose the primary and secondary network, respegtivedtationary points of equations (24) and (25). As we will show
based on the equilibrium prices set by Primary and Secondamythe next section, it can be easily proved that the unique
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non-trivial fixed point of such dynamics coincides with the
Wardrop equilibrium point of the CR users’ network seleatio
game already determined in Section IV.

is no fixed point other thaX';; in the rangg0, X ], this
limit must be X 5.
Case 2: X} < Xp(0) < 1. This case can be proved in
a similar manner. In fact (recall thef}, is a fixed point
of (26)), it follows from Lemma 1 that: (1Xp(¢) >
Xp, vt and (2)Xp(0) > Xp(1) > - > Xp(t — 1) >
Xp(t) > ---, i.e.,, Xp(t) is a non-increasing sequence.
Since Xp(t) is also bounded byX7, it follows that it
must converge to a limit. Since there is no fixed point
other thanX} in the range[X},1), this limit must be
X5.

Combining the above analysis, the replicator dynamics is
ensured to converge to the non-trivial fixed paitf for any
initial state0 < Xp(0) < 1. O

VIl. CONVERGENCE ANALYSIS OFREPLICATOR
DYNAMICS

This section provides an in-depth analysis on the replicato

dynamics given by (24) To this end, we rewrite it in a
discretized version as follows:
1
tg ’
6)

~ B—Xp(
wherek = Ka/\, A = A(—p1/a+ p2/a+ ) and B =
C/ .
The above dynamics has three fixed points, among which

Xp(t+1) = Xp(t)+kXp(t)[1—Xp(2)] [A

The above theorem essentially illustrates that with a con-

and1 aretrivial fixed points corresponding to the case wherse(:“rvatlve strategy (i.e., smak), the replicator dynamics is

. . . ensured to converge to the Wardrop equilibrium.

all users either act as secondary or primary users, resphcti
Xp = B —1/A is the only non-trivial fixed point, which is Remark. The above theorem establishes the sufficient con-
also the Wardrop equilibrium of the game; its expression dition for the convergence of the replicator dynamics to the
equal toX} = ATP where\p is the equilibrium flow already unique non-trivial fixed point, which is also the Wardrop
derived for the static game in Section IV (see expression (6@quilibrium. It follows straightforwardly that under thame

In the subsequent analysis, we investigate the convergepoadition, the equilibrium is also stable in that any destat
of the replicator dynamics t& ;.. We start by establishing thepoint from it will be dragged back under the replicator
following auxiliary lemma. dynamics. In fact, X} is an evolutionary stable equilibrium.
Meantime, it follows from the theorem that the two trivialdik
pointsO and 1 are not stable, in the sense that any deviation
from them will drag the system t&X ;.

It is also worth pointing out that Theorem 1 provides only
a sufficientcondition for the convergence and may be too
stringent in some cases.

Lemma 1. Under the condition thats'(4 — z25) < 1, it
holds that
e Xp(t—+ 1) is non-decreasing w.r.tXp(t) for Xp(t) €
[0, X3) and non-increasing w.rtXp(t) for Xp(t) €
(X5, 13
o Xp(t+1)> Xp(t), VXp(t) < Xp and Xp(t +1) <
Xp(t), VXp(t) > X5p. We further investigate the stability and the convergence

] ) ] speed of the replicator dynamics in the following theorem,
Proof. The proof of the first part is straightforward by checktg|iowing the guidelines of [36].

ing the derivativedXp(t + 1)/0Xp(t). Specifically, it can
be checked that under the condition th&f4 — 55) < 1,

< Theorem 2. Under the condition thaf (A — <) < 1, the
OXp(t + 1)/0Xp(t) > 0 when Xp(t) € [0,X}) and non-trivial fixed pointX} is exponentially stable under the
X p(t+1)/0Xp(t) < 0 whenXp(t) € (X}, 1]. The second replicator dynamics depicted i(26), i.e., there existd <
part follows readily from (26). O K <1suchthat X(t) — Xp| < (K)|X(0) — Xp].

The following theorem establishes the convergence of tigoof. We show that the replicator dynamic&p(t) —

replicator dynamics to the non-trivial fixed pointy.

Theorem 1. Under the condition thaf (A — z15) < 1, the
replicator dynamics depicted i§26) converges to the non-
trivial fixed point X5 for any initial state0 < Xp(0) < 1.

Xp(t+1) in (26) is a contraction.

The contraction is defined as follows: IgX, d) be a metric
space,f: X — X is a contraction if there exists a constant
k' € [0,1) such thatvz,y € X, d(f(x), f(y)) < K'd(x,vy),
whered(z, y) = ||z — y[| = max; [|z; — yill.

To that end, note that:

Proof. Consider an arbitrary sequence of update steps com- of
mencing from an initial vectorX »(0). We distinguish the R, 1) = 17@) -1 < H%H'Hxﬂ/” - H
following two cases: _|lof
. Case 1:0 < Xp(0) < Xp5. In this case (recall that 'fthe JaCOb'a”‘ 7z
X3 is a fixed point of (26)), it follows from Lemma 1 By some algebr
that: (1) Xp(t) < X5,Vt and (2) Xp(0) < Xp(1) <

< Xp(t—1) < Xp(t) < ---, e, Xp(t) is a non-

of

2| atem.

< k', then f is a contraction.

aic operations, we can bound the Jacobian as

0Xp(t+1) 1
=<1 - - ).
! ) _ 8Xp(t) =1 K(A B—l)
decreasing sequence. Sing&»(t) is also bounded by _ - ) _
X3, it follows that it must converge to a limit. Since there Hence, since the conditioR (A — =) < 1 holds, i.e.[|J[|o
k' 21— K(A- 45) <1, X} is exponentially stable where
the exponential convergence speed.

1 oo =

max
Xp(t)€(0,1)

<
is
2Note that the same analysis can be conducted for (25). |
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VIIlI. N UMERICAL RESULTS operator (Figure 4(b)), it is always higher in tBEFOREthan
In this section, we analyze and discuss the numerical esuft thg TOIGEfTHI.ERscer?arlo, ?nd S”f}h Q|ffer:ence mcreahses
obtained from solving our joint pricing and spectrum acce§§’nSF')S(;ent yh oél'zr::%?gng values. T IIS IS th_e reason Vr\1l'|y
game model in different cognitive radio scenarios. More i € |n_t e scenario can lower his price whiie
detail, we measure the sensitivity of the operators’ it still at@ractlng the I_arge majority of network users, as wié w
and prices, as well as users’ equilibrium flows and costs, $§OW In the following.

different parameters like the total traffic accepted in the The corresponding equi_librium tra_ffic _sent by primasy-]
network and the channel capacity and secondary userad) is illustrated in Figures 5(a) and 5(b)

Before doing so, let us first consider an example of & & function ofA, for bgth the considered scenarios.
primary operator utility function{p). Figure 2 shows this We can ob;erve that:
latter as a function of the prige set by the Primary Operator * The traffic accepted (and consequently, the overall frac-
(the pricep, has been fixed to the Nash equilibrium value), ~ tion of users) in the primary networkyp, always in-
with o = 1, ¢ = 100 and \ = 10. By simply deriving and creases with the offered_trafflc, unt|lf|nally,_whan—> C,
using the second order derivative test, it can be proved that &ll Users choose the primary network. This is due to the
the PO’s revenue has a global maximum, as illustrated in the SUPerior attractiveness of such network (in terms of the
figure, since for smalp, values the incoming primary traffic delay experienced by users) with respect to the secondary
is priced too low, resulting in a low PO revenue, while for ~ ©Ne, Since resources are licensed to primary users and

high p; values few users choose the primary network, thus SUS always observe a higher delay than PUs.
diminishing its profitability. « Furthermore, concerningp, in the BEFORE scenario

the PO admits (slightly) less traffic than the SO, when
A < 80% of the total capacityC' (Figure 5(a)); this is

A. Effect of the traffic accepted in the netwo ( due to the fact that the equilibrium prige set by the PO
We first consider a CRN scenario with maximum channel in such scenario is higher than in ti©GETHERcase
capacityC' = 100 and total accepted traffia varying in the (see Figure 4(a)), which in turn makes- decrease. In

[0,100] range. The parameter, which expresses the relative  the high traffic regime, the PO increasingly attracts more
importance of the experienced delay with respect to thesscce
cost, is set to 1, unless otherwise stated.

0.015-

0.01

0.005-

|

0
T
60

Figures 3(a) and 3(b) show the prices set at the Nash equi- 0.09—— ‘ ‘ —
librium by the Primary %,) and the Secondary operatok], 008} [ gETOGETER
respectively, in the two considered scenarios (the PO and SO 007 [JBEFORE
play TOGETHERthe PO playS8EFOREthe SO, anticipating wosl
the choices of this latter). The difference between theegric
set by the operators in these two scenarios can be better ]
appreciated in Figures 4(a) and 4(b) for the PO and SO, 0o
respectively. All numerical results illustrated in Figaré and 003r
4 are summarized in Table V. 0.02f
It can be observed (Figure 4(a)) that in tlBEFORE 001} IH
scenario, the PO sets a higher price than in TEGETHER N [ |
scenario, until the network is overloaded € 80); above this “ © ° °
threshold, the price set by the PO in the former scenario is @
lower than in the latter. As for the price set by the Secondary
0.025 T T
I TOGETHER
x107° ‘ ‘ 002 [ 1BEFORE :
0 90

|

Fig. 3. (a) Equilibrium pricep; set by the Primary operator and (b)
Fig. 2. Primary Operator’s utilityl{p) as a function of the imposed prigg  Equilibrium price p2 set by the Secondary operator, as a function of the
in the TOGETHERSscenario. Pricey has been fixed to the Nash equilibriumtotal traffic A offered to the network for both thBEFOREand TOGETHER
value. scenarios.

[
N
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S

A
A

0 05 b, 1 15 (b)
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TABLE IV

10

EQUILIBRIUM PRICESp1 AND p2 SET BY THEPO/SO AS WELL AS THEIR DIFFERENCH, FOR DIFFERENT VALUES OF THE TOTAL
TRAFFIC A OFFERED TO THE NETWORK FOR BOTH THBEFOREAND TOGETHERSCENARIOS

A | Plrogermer X 1073 Piprprore X 1073 P2rogrTHER X 1073 P2prrorm X 103 Ap1 x 1073 | Apy x 1073
20 1.80 441 0.86 0.635 0.286
40 5.242 6.375 2.374 2.805 1.133 0.431
60 12.885 14.122 5.288 5.613 1.237 0.325
80 375 375 12.5 12.5 0 0
90 87.724 85.112 22.761 23.697 - 2.612 0.936
152107 100
WL %0} /A
8ot
. 08F
i I 70t
E o
g 60}
— -0.5F
e < 80 16GETHER
! 40
E -15¢ 30
L, 201 BEFORE
10+
25} ‘ ‘ ‘ ‘
% 20 40 60 80 100
-3 i i i i i A
20 20 60 80 90
(@
(@
25
x10°
1
0.9t 20 >
BEFORE
08l
é 0.7 15¢ |
& ” \
§ 06} Y
= e 107 TOGETHER i
| i
g o04f |
2 5¢
B 03
; J ‘
0.2 0 ‘ ‘ ‘ ‘
0 20 40 60 80 100
01 J N
o ‘
20 40 A 60 80 (b)
() Fig. 5. Equilibrium traffic sent by primary\;p) and secondary usera ¢)

as a function of the total traffich, accepted in the network, for both the

Fig. 4. (a) Difference in the equilibrium priceg; set by the Primary TOGETHERand BEFOREscenarios.

operator in theFOGETHERand BEFOREscenarios, and (b) difference in the
equilibrium pricesp2 set by the Secondary operator in the same scenarios. ) )
such operator. Figures 6(a) and 6(b) show, respectivedy, th

difference in utilities for the PrimaryXUp) and Secondary

traffic due to the significantly lower delay experience@Perator QUs) in the TOGETHERand BEFOREscenarios.

in the primary network, while the SO increasesin an It can be observed that it is increasingly more convenient fo

effort to increase his utility in spite of the customer rusi€ PO to be a leader, anticipating the SO, and this is redlecte

towards the primary network (more specifically, fewein the utility, which consistently grows for increasingralues.

clients choose the SO, who reacts by raising his acce¥sthe same time, for low and mediumvalues @ < 0.8C),

price p, in order to increase his revenue, reaction whicfven the SO obtains a higher utility in tBEFOREscenario.

in turn accentuates this phenomenon). This means that in such scenario, both operators achieve an
. Concerning)g, its derivative with respect to\ is al- €conomic advantage at the expense of the total price paid by

ways decreasing: it is increasingly less attractive to E@9nitive radio users.

a secondary user than a primary one, since for increasing

A values the delay tends to dominate in the total coBl Effect of the channel capacitg)

perceived by the user. We now consider a variation of this network scenario,

We now focus our analysis on operators’ utility, whicldoubling the channel capacitg’ to 200; the total traffic
we recall is defined as the product of the price set by tlamitted in the primary network is illustrated in Figure 7.
operator and the total flow transmitted by users that chooBke trend is the same as already shown in Figure 5(a), and
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in line with what already observed in Figure 7, since when
is consistently lower tha@, the Primary operator who plays
before the SOEEFOREscenario) tends to admit less traffic
than this latter.

We further illustrate in Figure 9 the chosen price as well
as the utility perceived by the Primary operator, in both the
considered scenarios, for increasing values of the channel
capacityC' and a total accepted trafficfixed to 100 (note that
the pricesp; set by the PO, illustrated in Figure 9(a), almost
overlap in the two considered scenarios). A similar trena ca
be observed for both the price and utility of the Secondary
operator (see Figure 10).

In summary, as the available capacity increases, operators
fix increasingly lower prices, achieving a lower total renen

The impact of C on the Price of Anarchy is further
investigated in the following subsection VIII-C.

C. Efficiency of the reached equilibria: Price of Anarchy
(PoA)

We now measure the efficiency of the equilibria reached by
the system. The Price of Anarchy (PoA), which in our game
coincides with the Price of Stability due to the uniqueness
of the equilibria reached by operators and users, is ittt
in Figure 11 for both th@ OGETHER(PoAr) andBEFORE
scenarios PoApg).

When both operators play together, the PoA is equal to 1

Fig. 6. (a) Difference in utilities/p of the Primary operator when he playsfor both extreme cases\(= 0 and A = C). Furthermore, it
BEFOREand TOGETHERwith the SO. (b) Difference in utilitie$/s of the has a maximum equal to 1.0127 f@( = 2 which means

secondary operator in the same scenarios.

which is not reported for the sake of b

On the other hand, Figure 8 shows the equilibrium traff
sent by primary users as a function of the wireless chanréd
capacityC, with A fixed to 100. It can be observed thap
tends tog (= 50 in this case) in thdBEFORESscenario, an
to 2 (~ 66.6) in the TOGETHERSscenarid. This behavior is

31t suffices to compute the limit fo — oo of Ap in expression (6),

revity.

31
that, in such scenario, the equilibrium reached by the myste
is only =~ 1.3% worse (in terms of the overall experienced

a similar behavior can be observed for the secondary traff?celay) with respect to the socially optimal solution. In the

BEFOREscenario, the PoA is also low, but the trend exhibited
By such performance figure differs from the previous scenari
'rllce the PoA tends to infinity fox approaching the channel
capacityC'. This is due to the fact that the total cost for users

g at equilibrium increases significantly faster than the a&loci

welfare, especially for high values.
As a consequence, such situation should be avoided by
market controllers either 1) by controlling the admitteaiffic

substituting the equilibrium valuesy , p for both the considered scenarios.\, imposing that it does not exceed a predefined fraction of the

Note that such limit is independent of

200
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& 100 TOGETHER
80+ Lo 2

40t

00 = BEFORE
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A

200

available channel capacity, or 2) by preventing BEFORE

100

90

801\ TOGETHER

BEFORE

40 i i i i i i i i
100 200 300 400 500 600 700 800 900 1000

C

Fig. 7. Equilibrium traffic sent by primary users$) as a function of the total Fig. 8. Equilibrium traffic sent by primary usera ) as a function of the
traffic, A, accepted in the network, for both ti®OGETHERand BEFORE channel capacityC' for both the TOGETHERand BEFOREscenarios. The

scenarios. The total channel capacityCis= 200.

total traffic offered to the network), is fixed and equal to 100.
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Fig. 9. (a) Primary operator’s prige; and (b) utility Up as a function of the Fig. 10. (a) Secondary operator's pripe and (b) utility Us as a function
channel capacityC' for both the TOGETHERand BEFOREscenarios. The of the channel capacit¢’ for both theTOGETHERand BEFOREscenarios.
total traffic offered to the network), is fixed and equal to 100. Note that The total traffic offered to the networl, is fixed and equal to 100.
pricesp; practically overlap in the two considered scenarios.

scenario to occur, imposing antitrust policies to limit doamt 118

position abuse. L6
Figure 12 further reports the PoA as a function of the e

channel capacityC' for both the considered scenarios;

is fixed and equal to 100. It is not surprising that both

curves decrease rapidly with, since, as already observed in

Figure 11, when\ is consistently lower that', the PoA — 1

in both scenarios. ool
In summary, we can conclude that, apart from the limiting N

case illustrated before for very high traffic loads, the gyal 0.08 ‘ ‘ ‘ ‘

of the reached equilibria is indeed excellent: when theesyst ° 2 o % 10

is loaded at less than 95%, which is a reasonable operating

region, the PoA is always less than 1.1, which means a Id%*;%- 1. TL“i\ P.”C‘E 0; A}?a;cohégiﬁlzgnﬁti%‘ of thg’ Egcl’ztg'otpfzaé“ff;r‘f to

of efficiency of 10% with respect to the social optimum. Thee e ™ ! 2o e (PoAr) an (Pods)

system hence converges to a stable state which is globaily ve

efficient.

1.12f
11r

PoA

1.08f
1.06
1.04F

both cases where the initial fraction of such users is close t
D. Replicator Dynamics for the Network Selection Game zero (Figure 13(a)) and one (Figure 13(b)).

We now analyze the convergence of the proposed replicatoiNote that the speed of convergence to the unique stable
dynamics, fixingA = 30 and C' = 100. Figure 13 illustrates equilibrium point of the dynamicsX} =~ 0.68, in such
such convergence (expressed in steps needed in the replicatenario) increases for increasirg values. Furthermore,
dynamics) of network users to a stationary solution, favhenp; andps are equilibrium price values, we observe that
different values of the paramet&f in equation (24), namely the convergence conditions demonstrated in Theorems 1 and 2
1, 5 and 10. More specifically, the figure reports the fractidior our proposed replicator dynamics (see the previoussgct
Xp of users that choose the primary network. We considare always satisfied.
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between the Primary and Secondary operators, considering
two practical cases where such operators fix their access pri
simultaneously, and where the PO anticipates the SO syrateg
exploiting his dominant position.

We computed optimal, stable pricing values and network
selection settings; furthermore, we studied network Usbrs
namics using a population game model, and we determined its
convergence properties under replicator dynamics. Nwaleri
results demonstrate that our game model captures the main
factors behind cognitive network pricing and access networ
selection, thus representing a promising framework for the
design and understanding of cognitive radio systems.

A key finding of the present study is that the advantage for
the PO to play before the SO can be significant, especially in
a high traffic regime; this has an adverse impact on customers
choices, since in such situation the equilibria reached by
cognitive radio users drift away from the social optimumd an
the Price of Anarchy tends to infinity. It is therefore imgort
(e.g., for government, regulation authorities), to impégrn
actions that prevent or limit such dominant position abuse,
if possible.

Apart from this limiting case, which occurs exclusively for
very high traffic regimes, we observe that the quality of the
reached equilibria is excellent: when the system is loaded a
less than 95%, which seems a reasonable operating regéon, th
PoA is always less than 1.1 (regardless of the order in which
operators fix their price), which means a loss of efficiency of
10% with respect to the social optimum. Hence, the system is
guaranteed to converge to a stable state which is very efficie
from a social point of view.

118

1.16

114

112

11

PoA

Fig. 12. The Price of Anarchy as a function of the channel citypa’ for
both the TOGETHER(PoA+) and BEFORE(PoAp) scenarios. The total
traffic offered to the networky, is fixed and equal to 100.
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