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ABSTRACT of each component individually, and that it would be sufficient to

Message Sequence Charts are a widely used formalism for describd€cide conformance from a global point of view. We study here
ing scenarios a communicating system must be able to perform. Wedlffere_nt_ ways of globally and locally testing a Q|strlbuted s_ystem
study in this paper different formal frameworks for testing from by.deflnlng glpbal and local conformance relations, for. \.Nh'Ch we
MSCs. We first consider a setting where all the processes of the b”'_ld exhaustlve_ tes_t sets._ Moreover, we set t_he conditions under
system can be controlled and observed globally. Then we study aWh'Ch local testing is equivalent to g_Ioba_I_testlng. The Iat_tt_er re-
setting where the system is tested from the point of view of each SUItS_ are based on [.4]’ v_vhere t_he decidability of these conditions is
process individually, observations remaining local or being gath- Studied, and which inspired this work.
ered at the end of each test. In each setting, we define a confor- A formal fram.ework for global testing from a set of MSF:S has
mance relation based on global or local observations, for which we been_proposed in [7]. Two conf_ormance relations are de_flned, de-
build an exhaustive test set. Moreover, we gather the conditions pending on _the chos_en semantics of the MSC speC|f|(_:a_t|0n, and_a
making local testing as powerful as global testing. test generatlon algorithm is presented, but no exhau_stlwty result is
provided. The closest work to ours are [8, 6]. Even if they are not
all based on MSC specifications, they address the problem of defin-
1. INTRODUCTION ing local conformance relations and studying ways to build tests

During the design of a communicating system, a common prac- for these relations. For instance, the notions of independent and
tice is to visually describe the architecture of the system in terms of cooperative refinement in [6] are similar to our local conformance
components, together with the desired interactions between them relations.

Description languages like SDL [13] or UML [18] commonly use We first recall definitions of MSCs and MSGs in Sec. 2, and the
the Message Sequence Charts standard [14] to formalize these ingeneral formal testing framework in Sec. 3. We propose in Sec. 4
teractions. A Message Sequence Chart (MSC) shows the differ-a first conformance relation in the global setting and give an ex-
ent processes of the system as vertical lines interpreted as timehaustive test set for it. Then we study in Sec. 5 two conformance
axes and communications between these processes as horizontdelations in the local setting, depending on the control and observa-
or downward-sloping arrows between these lines. Collections of tion being purely local or distributed on a subset of processes. We
MSCs are used to specify the scenarios the system must be able t@ive conditions for the equivalence to the global conformance re-
perform. A standard way to generate sets of MSCs is to use Hierar-1ation and build exhaustive sets of local or distributed tests. Proofs
chical MSCs (HMSCs) or equivalently Messages Sequence Graphsmay be found in the long version of this paper available orfline.
(MSGs) [14]. An MSG is a finite directed graph whose nodes are
labelled by MSCs. Each path of an MS_G from an initial toa fi- 2 PRELIMINARIES
nal node defines an MSC by concatenating the MSCs labelling the
”O‘T’ES along the path. 2.1 Message Sequence Charts
e aim of this paper is to propose formal frameworks for test- ) - o

ing from MSG specifications. The easiest way to test a distributed ~ We fix a finite set Proc of process names and a finite set Msg of
system is to have a global control and observation of it, meaning Message types. For apyq € Proc withp # ¢ and anym € Msg,
that one can trigger the sending of a message from a process oMe denote by!lq(m) the sending by of the messager to ¢, and
choose to treat a pending message for another, whenever the sendeP7‘I(_m) the receipt by of the message: fromq. Forp € Proc,
ing or the receipt is possible for the given process. But the nature We defineX, = {plq(m), p?q(m) | q € Progm € Msg} the set
of the system under test does not always allow a global control. In of communications involving. We defineX = (J,cpocXp- We
this case, one would like to test the system from the point of view denote by®' the set{plq(m) | p, ¢ € Prog m € Msg} of sendings

and byx’ the set{p?q(m) | p, ¢ € Prog m € Msg} of receipts.

A posetover an alphabet is a triple(E, <, \) where(E, <) is

a partially ordered set, andl: E — X is a labelling mapping. A

poset can be seen as an abstraction of the behaviour of a concurrent
Permission to make digital or hard copies of all or part of thirkwfor system: an element € E is called aneventand its label\(e) is
personal or classroom use is granted without fee providatidbpies are the corresponding communication action performed by the system.
not made or distributed for profit or commercial advantage aatidbpies The partial order< describes the causal dependence between the

bear this notice and the full citation on the first page. Toyootherwise, to . .
republish, to post on servers or to redistribute to listgyuies prior specific events, independence of events meaning that they can be executed

permission and/or a fee. 1 : . .
Copyright 200X ACM X-XXXXX-XX-X/XX/XX ...$10.00. ww. | ri. fr/~l onguet/publications. htn




q'r(b) : r?q(b)

' r7p(c)

Figure1: An MSC and its partial order representation (Hasse
diagram).

concurrently: two elementsande’ are concurrent it £ ¢’ and
e £e.

Forp € Proc, we defindZ, = {e € E | A(e) € X,} the set of
events occurring op and fore € E, we defineE, = {e € F |
A(e) = a} the set of events labelled by the communicatiorWe
defineE' = {e € E | M(e) € X'} the set of sending events and
E" ={ec E| A(e) € ©7} the set of receipt events.

An MSC over Proc is a posdtE, <, \) over X such that: for
eachp € Proc, the relatior<, = < N (E, x E,) is a total order;
there is a bijective mapping: E' — E’ matching corresponding
sendings and receipts; and the partial ordeis the reflexive and
transitive closure of ), p,o. <p U {(e,c(e)) | e € E'}.

Following the recommendation Z.120 [14], we allow the over-
taking of different messages sent by a progede a procesg;,
but forbid the reordering of identical messages frotto ¢q. This
condition is callednon-degeneracy Formally, there must not be
two send events, e’ € E' such that\(e) = A(¢/), e < ¢ and
c(e') < c(e). Since these messages are indistinguishable, it does
not make sense to explicitly specify their reception to be reversed.
However, if the underlying architecture is FIFO, the order in which
any two messages sent by a processe received by a procegs
must not be reversed. Formally,
e = plg(a) ande’ = plq(b) such thate < e’ andc(e’) < c(e).

In the following, we will make no assumption on the underlying
architecture and then only consider the non-degeneracy condition
but we will mention when the FIFO condition is needed.

A linearizationof an MSCM = (E, <, ) is an execution of
the communication actions o compatible with the partial or-
der <. Formally, a linearization of\/ is a wordaj ... az over
¥ such that there exists a total order. .. e g of the events of
E with A(e;) a; foralli, 1 < ¢ < |E] ande; < e
impliesi < j forall 7,5, 1 < 4,5 < |E|. For instance,
plg(a) q?p(a) p'r(c) ¢'r(b) r?q(b) r?p(c) is a linearization of the
MSC of Fig. 1. We denote by L{i\/) the set of all the lineariza-
tions of M (also called the language of).

Forw € X*, we denote by Préfv) the set of prefixes ofv:
Prefw) = {w: € £* | Jws € ¥*, wi.w2 = w}. ForL C ¥*,
we denote by Préf.) the prefix closure of..

2.2 Message Sequence Graphs

A natural way to specify a communicating distributed system is
by a (possibly infinite) collection of scenarios the system should be

able to perform. These scenarios can be generated by combining

basic scenarios in a high-level description called a high-level MSC
(HMSC) [16]. Without losing expressiveness, we consider only
a subclass of HMSC called Message Sequence Graphs (MSG).

message sequence graph is a finite directed graph with initial and

terminal nodes, where each node is labelled by an MSC. MSCs

2Note that we only consider MSCs describing closed systems,

there must not be two send events

along a path in the graph are composed using asynchronous con-
catenation, defined as follows.

LetM = (E,<,\) andM’ = (E’,<’, \') be two MSCs such
that E and E’ are disjoint. The asynchronous concatenatiof/of
andM’ isthe MSCM oM’ = (E”, <", \") whereE” = EUE',
N'(e) = Me)if e € Eand)\’(e) = N(e) if e € E', and<"'=
(S U S/ UUpGPI’OCEP X E;?)*

An MSGis a structurgg = (Q, M, —, I, F,®) whereQ is a
finite set of nodes] C @ is the set of initial nodest” C Q is the
set of final nodes;~ C @Q x Q is the transition relationM is a set
of MSCs with disjoint sets of events add: Q — M labels each
node with an MSC.

We give in Fig. 2(a) an MSG for a simple connection protocol.
The protocolp allows the higher layeh to connect to the lower
layerl. The lower layer can refuse the connection, which is reini-
tialized, or accepts the connection and allawts send data untit
decides to end the connection.

A pathz through an MSG is a sequengg — ¢1 — -+ — ¢n
where(g;, gi+1) € — forall ¢, 1 <1 < n. The MSC generated by
m is the asynchronous concatenation of the MSCs labelling nodes
along the pathM (7) = Mo o M; o -+ - o M,, whereM; = ®(q;)
foralli, 1 < i < n. The pathr isarunifgy, € I andg,, € F.

We denote byl (G) the set of MSCs generated by runs throggh
M(G) = {M(w) | misarunthrouglG}. The language defined
by G is the union of the languages of all the MSCs generated by
runs throughg: Lin(G) = {Lin(M) | M € M(G)}.

MSGs describing regular languages (i.e. such thafd@jns reg-
ular overX) are known to have good properties. For instance, any
MSG G describing a regular language is bounded: along any lin-
earizatiorn? € Lin(G), there exists a constaf such that no chan-
nel ever contains more thali messages. An example of a non-
regular MSG is given Fig. 2(b): every word in the language de-
scribed by this MSG must contain as manly(a) asq?p(a), so it
is clearly not regular. It is undecidable whether a given MSG de-
scribes a regular language [11]. Yet, the regularity of the language
of an MSG can be ensured if one restricts to locally-synchronised

'MSGs.

The communication graplof an MSCM = (E, <, ) is the
directed graphiProcy,—) where Prog; is the set{p € Proc |
E, # (0} of active processes dff, andp — ¢ if and only if there
existse € F, such that\(e) = pl¢(m). We say that an MSC
is connectedf its communication graph consists of one non-trivial
strongly connected component and isolated vertices. The commu-
nication graph shows the directions of communications between
processes. The condition for an MSG to be locally-synchronised
ensures that the communications between two processes are not in-
definitely one-way: an MS@ is said to bdocally-synchronisedf
for every loopr = ¢ — ¢1 — ... — ¢, the MSCM () is con-
nected. The MSG of Fig. 2(a) is locally-synchronised. It is shown
in [3] that locally-synchronised MSGs define regular languages. In
fact, regular languages exactly are the languages defined by locally-
synchronised MSGs [12].

3. FORMAL TESTING

The aim of this paper is to propose different formal frameworks
for testing from MSG specifications. A formal testing frame-

AWork relies on the definition of @nformance relatio@onf(S, G),

which formalises the relation that the system under feand its
specificationG must verify.

According to the controllability and the observability one is
given on the system under test, the notion of test is defined. The

where all the messages are exchanged between the processes asticCcess of atest is determined by the verdict associated to the result

no message is sent to or received from the environment.

of its execution on the system. We consider three verdjss,
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Figure 2: (a) An MSG and one of itsderived MSC. (b) A non-regular M SG.
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to an emission that occurred before it. Following [1], we say that a
wordw € X" is well-formed denoted by Wkw), if and only if all
its prefixes satishE,1q(m)| > |Eq7p(m)| for all p,q € Proc and
m € Msg. A well-formed word is complete if every message is re-

test does not show non-conformance but does not either show theceived. We assume in the following that trace$ @fre well-formed
behaviour targeted by the test. For instance, the execution stoppedvords over:. We also assume that the communication channels of

without error before the end of the test or the observed output is

the system under test have a bounded capacity. It ensures that the

not the expected one but still is a possible output. We say that thetraces observed during testing will not contain an arbitrarily large

submission of a tegtis a success (resp. a failure), denotedSy
passes (resp.S fails t), when the verdict of its execution pass
orinc (resp.fail). The submission of a test set is successful if and
only if the submission of every test in this set is.

number of pending messages between two processes.

Finally, since concurrent systems are highly non-deterministic,
we need to set the usufdirness hypothesifs]: there exists a
boundn such that if a test is executedtimes on the system under

In order for a conformance relation to be testable, one must prove test, then all possible behaviours are observed. It implies that it is

that a (potentially infinite) test set exists whose success is equiva-

lent to conformance: such a test set is cakathaustivefor this
conformance relation and denoted by Exi(G). Two dual prop-
erties must hold:

(1) Any correct system passes the test set:

Conf(S,G) = Vt € Exhcont(G), S passes
(2) Any incorrect system fails the test set:

—Conf(S,G) = 3t € Exhcont(G), S fails ¢

possible to decide without ambiguity the verdict of any test after
executions of it. Obviously, the boundcan not be guessed a pri-
ori and needs to be determined experimentally, which is a classical
problem when testing non-deterministic systems.

4. GLOBAL TESTING FROM MSCS

We first consider the case where all the communications between
the system processes can be controlled and observed at a global
level. This setting can be used to check the consistency of MSC
scenarios with an SDL specification for instance, in a similar way

The existence of an exhaustive test set ensures the testability of the© [9].

conformance relation.

Test Hypotheses.

The natural conformance relation one can think of is language
inclusion: the executions of the system under test must all be valid
scenarios of the specification. In the case of an MSG specification

We assume here that the system under test can be modelled b)g, it means that the executions of the system must not contradict

a network of asynchronous concurrent automata. Concurrent au-

tomata are the usual framework used for studying realizability of
MSCs [17, 1, 2], i.e. the property for a set of MSCs to describe

the behaviour of an actual distributed system. The behaviour of the

system is given by the product automaton of its components. An
execution is a finite path in the product automaton starting from the
initial state, and the word labelling an execution is called a tface.
Since we are in a black-box testing context, only traces of the sys-
tem are observable, so given an MSG specifica@oover the al-
phabet of communication actionts, the observable behaviour of
the system under test is given by its set of traces written (I%),
which is a subset of words ov&r. Not all words are possible traces
of a system. The least requirement is that any receipt correspond

3We do not consider final states here, so any finite path from the
initial state is an execution.

the partial order described . In other words, all the traces of
the system must be (prefixes of) linearizationgof

Definition 1. (Global conformance relatiod) systemS glob-
ally conforms to its MSG specificatiof, denoted byGC(S, G), if
and only if T(S) C Pref(Lin(G)).

To check this conformance relation, testing that the system under
test can perform the scenarios of its specification is useless, since
it will not allow to conclude on the language inclusion. We would
rather want to ensure that no execution of the system violates the
partial order of the specification. To this aim, a test will be designed

Jo force the system to exhibit an execution violating this partial

order. For instance, in the MSC of Fig. 1, the sending by ¢ is
forbidden before the reception afby ¢q. Then the test following
the sequence of communications actiphga) ¢!r(b) must fail on



a correct implementation. Therefore, we would like to submit to plr(c) ;!r(b) }

the system tests built from words ¥i* violating the partial order | N . . N "
L - . . . pla(a) q?p(a) plr(c) q'r(b) r7q(b) r7p(c)

of G. Actually, it is sufficient to consider the words diverging from

(prefixes of) linearizations of: "!’I')(]’j?<6) p’qq(lj)(b) Pla(a) p!qp(!(:-)g;g( \ p!qq(!(:-('b)( ) p!q;!(:«)@( ) P
r?p(c plr(c plr(c
Divg = {w.a € X |w € PrefLin(G)) Aa € & . . . I ,
Aw.a g Pref(Lin(g)) A WF(w.a)} fail fail fail fail bl fail

A basic test built over a word in this set is a linear automaton Bver
whose every state is labelled by a vergliass, fail orinc. We want
the execution of the test to yield the following verdicts: if the word
w.a iS observed as an execution 8f thenfail; if .S can perform

w but nota (it stops afterw), thenpass; if S cannot performw
entirely but only a prefix of it, themc: no violation of the partial

order is observed but the test did not reach the end. Then we have5 LOCAL TESTING FROM MSCS

the following definition of a basic test for a word.
We consider now that the communications inside the system un-

An automaton gathering the basic tests built from all the words
with common (non-empty) prefixes then has a tree-like structure
and all its leaves labelled hyass or fail. Moreover, only states
reachable by a complete linearization of the specification are la-
belled bypass.

Definition 2. Letw € ¥, w = a1 ... anawithn > 0. A basic der test cannot be observed at a global level. The system can only
test forw, denoted byI'(w), is an automator{Q, d, go) where: be controlled and observed locally, from the point of view of each
Q = {ai}o<i<nt1: 0 = {(qi,¢i+1)}o<i<n; Statesgo t0 g1 process individually. We will first study a pure local testing frame-
are labelled bync, stateg,, is labelled bypass and statej,,+1 is work where the system is tested through only one process at a time.
labelled byfail. Then we will study the case where tests have to be executed by

] ] several processes and observations have to be gathered at the end
Therefore, basic tests for the global conformance relation are ba- of the test.

sic tests built over words in Div. We denote by Ex¢:(G) the test ] ] ]
set{T(w) | w € Divg}. Here are some basic tests for the MSC 5.1 L ocal Testing with L ocal Observations

of Fig. 1. (a) Procesg must not be able to sendo r in the initial A natural way to test a distributed system is to replace one by one
state of the system. (b) Procegsust not send to r before the  each process of the system and to record the interactions between

reception ok from p. (c) Procesp must not send tog again after  this process and the rest of the system. This is what we will call

process; sentb tor. pure local testing. The system is tested locally from the point of
pir(e) Paa) qir(d) Pla(a) qlp(a) qr(®) pla(a) view of each_process e_tnd the verdict of the tests is also local, since
-O0—0—0 -O0—0—0—0— the observations obtained from the different processes are never

pass fail inc pass fail inc inc inc pass fail gathered.
(@ (b) © To define it generally, a local observation of an MSC is the set

Since the system under test is closed (it does not send or receiveof totally ordered sequences of events occurring on a given set of
messages to or from the environment), the test cannot interact withprocesse#”. In this subsection, we will only consider local obser-
it by sending and receiving messages, but it can still control and vations whereP is reduced to one process.
observe the behaviour of the system by synchronising with it. The
execution of a test on the system is then defined as the synchronous Definition 3. Let M be an MSC over Proc arid, p be a process
product of the two automata: the test and the system synchronise orin Proc andw be a word inz*.
identical communication actions, allowing the execution of the test Theprojectionof w onp, denoted byw,, is defined inductively by
to follow the execution of the system and to yield a verdict when- ¢, = ¢ and(a.w’), = a.(w])) if a € ¥, andw|  otherwise.
ever a leaf is reached or a deadlock occurs. We have the following For P C Proc a set of processes, tReobservatiorof A/, denoted
result. by M,,, is defined as the collectiofw,, },cp for any complete

_ _ linearizationw of M.
THEOREM 1. The testset Exdt (G) is exhaustive for the global

conformance relatioC. Observing the executions of the system on each process individ-
] o ) . ually, we can only verify that the communications on each process
A particular feature of MSG specifications is to describe notonly 5.cr according to the total order specified. We want the projec-
acceptable behaviours but complete scenarios. The implementationjgns of the traces of the system on each process to correspond to

is then expected both to be consistent with the partial order spec-rgjections of (prefixes of) linearizations of the MSG specification.
ified and to show the complete scenarios of the specification. In

order to refine the outcome of a test, we can slightly modify the Definition 4. The set ofl-observation®f an MSGG, denoted
verdicts associated to its states: in a test built from a ward the by locLini (G), is the set{w, | w € Pref(),p € Proc} for any
last but one state,, is labelled bypass only if w is a complete complete linearizatioi of Lin(G).

linearization, it is labelled bync otherwise.

The next step is to factorise tests to avoid tests withmasts We write locTr (S) for the set{t|, | ¢t € Tr(S),p € Prog} of
states. Tests can be factorised by common (non-empty) prefixes,projections of the traces & on each process of Proc. We then
leading to the following automaton for the MSC of Fig. 1. For define the following conformance relation.
the sake of readability, we gather on the same transition the la-
bels of transitions leading to a state labelled by the same verdict. ; nun ’
We only show the factorisation of tests around the linearization conforms toits MSG specificatiaf, denoted by-C. (5, §), if and
plg(a) q?p(a) plr(c) ¢'r(b) r?7q(b) r?p(c), the dashed arrows lead- only if locTr, () < locLiny (G).

ing to the rest of the automaton. All the internal states are labelled “Note that the projection of an MSC on a set of processes is unique
by inc. since events are totally ordered on each process.

Definition 5. (Local conformance relatiod) systemsS locally




Ideally, we would like this conformance relation to be equivalent Basic local tests for a processhen are basic tests built over words
to the global one: we would like local testing to be sufficient for de- in Divg,,. We denote by Exfz, (G) the test sef{T'(w) | w €
tecting implementations that do not respect the global partial order Divg ,, p € Proc}.
of the specification. For instance, we would like to be able to dis-  In the context of pure local testing, executing a basic test boils
card an implementation exhibiting the scenakioof Fig. 3, when down to replacing the corresponding process by a testing process
only scenariosV/; and M, belong to the specification. Unfortu-  whose behaviour is described by the test automaton. The execution
nately, the third scenario cannot be distinguished from the others of the test is then defined as the asynchronous product between this
with local observations only. Such a scenario is said to be implied. automaton and the rest of the system. The verdict is yield whenever

p q p q T s p q T s
\ | a a

‘ ‘ c b c

a

r s
.

My Mo M

Figure3: M is1-implied by { M, M>} but not 2-implied.

Definition 6. Let > C 27°°be a family of subsets of processes.
An MSC M is said to beP-impliedby an MSG specificatiog if
for every subsef’ € P, there is an MSQV’ in M (G) such that
Mllp == M‘P
We denote byP, the set{P C Proc| |P| = k} of all subsets
of Proc of sizek and we say that an MSC isimpliedif it is Py-
implied.

The scenarid/ of Fig. 3 is 1-implied by the two first scenarios.

aleafis reached or a deadlock occurs. We have the following result.

THEOREM 3. The test set Exh, (G) is exhaustive for the local
conformance relatioh.C;.

Like in the global testing setting, basic local tests for a given
process can be refined so tipaiss states are reachable only by the
projection of a complete linearization. Then they can be factorised
by common non-empty prefixes. We obtain the following local tests
for the example of Fig. 1 (internal states are all labelledhgy.

a r?q(b) r?p(c)

plg(a) plr(c) pass q?p(a) q'r(b) pass () pass
plr(c ; p!q(a);p!z)(!i)(c\l q!r(b);q?p(a);q?z!(:'()b)\ r?p(c)\r?q(b) 77;1(??3)(5

fail fail fail fail fail fail fail fail fail

52 Local Testing with Gathered Observa-
tions

If a specification is not 1-testable, it means that testing for global

Since tests designed from local observations only would not reject cOnformance to this specification cannot be purely local. If we con-

an implementation allowing such a scenario, it has to be already
present in the specification. Thus, local testing allows to decide

global conformance if and only if all the scenarios 1-implied by the
MSG specification are included in the specification. This condition
is called 1-testability [4].

Definition 7. An MSG specificatiorg is said to bel-testablef
all the MSCs 1-implied by are already inV/(G).

THEOREM 2. LetG be a locally-synchronised MSG specifica-
tion and S a system under test. § is 1-testable, therd locally
conforms ta7 iff S globally conforms t@.

We know from [17] that this property is decidable for locally-
synchronised MSG specifications in the non-FIFO seftihg the
FIFO setting, it is undecidable in general [4]. However, as under-

sider again the scenarios of Fig. 3, we can see that the sceviario
is 1-implied by{M1, M2} but not 2-implied: if the observations
of M from the two processgsands for instance, are considered
together, it appears that the scenaktibis not consistent with any
of the two scenariod/; and M». Such a scenario can then be
discarded by a test executed by the two procegs®sd s whose
observations are gathered at the end.

In this context, testing then consists in replacing, in térpyo-
cesses of the system Itesting processes, locally recording their
interactions with the rest of the system, and gathering the obtained
observations at the end of each test. The corresponding confor-
mance relation would be the inclusion of tiieobservations ob-
tained from the system under test in tReobservations of the spec-
ification, for any set of processésof sizek. We recall thatP; is
the set of subsets of Proc of sike

lined in [4], since we assume that the system under test has bounded Definition 8. The set ofk-observationof an MSGG, denoted

FIFO buffers, it becomes decidable whether its behaviours, ob-

served only locally, are included in the behaviours allowed by the
MSG specification. So in a practical setting, 1-testability is decid-
able also for FIFO architectures.

Therefore, for locally-synchronised MSG specifications that are
1-testable, pure local testing is equivalent to global testing. It im-
plies that tests for the global conformance relation can be built from
projections of (prefixes of) linearizations.

We build basic local tests for a procgs$rom the projections
of linearizations of MSCs/ € M (G) onp like basic global tests
are built from linearizations of;. The only difference is that the
divergence from a prefix of a projection need not be a well-formed
word:

Divg,, = {w.a € X} | 3¢ € Pref(Lin(G)),w = {|, Na € &,
AV € PrefLin(G)), w.a # £,}
®In [17], this result is shown for a larger class of MSG specifica-

tions, where communication graphs of loops are only weakly con-
nected (called globally-cooperative MSG in [10]).

by locLing (G), is the sef{{w|, },ep | w € Pref¢), P € Py} for
any complete linearizatiofiof Lin(G).

We denote by locTy(.S) the collection of the projections of the
traces ofS on each subseP € Py: locTr(S) = {{t|, }per |
t € Tr(S), P € P.}. We then define the following conformance
relation.

Definition 9. ¢-local conformance relationA system S k-
locally conforms to its MSG specificatiorj, denoted by
LC«(S,G), if and only if locTr, (S) C locLing(G).

Following the same reasoning as in the previous subsection, this
conformance relation is equivalent to global conformance if all the
scenariog-implied by the MSG specification are already presentin
the specification. We have the following notion/oefestability [4]:

Definition 10. Letk € N, 1 < k < |Prod. An MSG specifica-
tion G is said to bek-testableif all the MSCsk-implied by G are
already inM (G).



THEOREM 4. Let G be a locally-synchronised MSG specifica- success of the execution of a test is determined by reagl@sg
tion and.S a system under test. &f is k-testable, therb k-locally or inc states in all the automata of the test, but these states have to
conforms tag iff S globally conforms t@. be labelled by the same number, meaning that they were reached
by projections of a linearization of the same MSC.

Coming back to the example of Fig. 3, we want to build tests for
2-local conformance to the specificatigncomposed only of the
MSCsM; andM-. These tests will be able to discard the scenario
M, sinceM is not 2-implied. Tests are built from words in Riw
for any subset of two processés C {p,q,r,s}. These words
are divergences of projections @hof a linearization ofA; or a

We do not know about the decidability bftestability in the non-
FIFO setting. However, in the FIFO setting, as for the 1-testability
condition, k-testability is undecidable in the general case [4]. As-
suming bounded buffers fortunately makes it decidable, so in prac-
tice, it can be verified that an MSG specification is closed:by
implied scenarios.

We denote by p the set 3p. We define the projection of

peP . linearization ofM,. To keep the information of the MS@/; from
awordw € X7 over a set of processes C Proc, writtenw),, which each basic test is built, we index by = 1, 2, each verdict
|nlduct|vely bye|, = e and(a.w’)|, = a.(w’), if a € Xp and of the basic test built from a linearization @f/;. For instance,
wj,, otherwise. tests built from words in Diy , .1 with states labelled by verdict

As a generalisation of the construction of tests in the previous nass inc, andfail;, i = 1,2, can be safely factorised, giving the
subsection, a test for this local conformance relation will be built foIIov:/ing automata.

from projections of (prefixes of) linearizations @fon each set of

: fail fail fail fail
processes of size. Therefore, a local test for a set of procesBes ol ol ol al

: ; AR fail, fail, fail, faily
will be built from words in Diw, p: O O O O
Divg p = {w.a € X} | 3 € PrefLin(G)), £, =wAa € Sp pista) /D r1s(e)

A VL € PrefLin(G)), £, # w.a} pls(a) pla(b) s
To base the decision of the verdict of a test on the combined ob- incy incy pass, pass, fail,
servations made on thieprocesses of a sét, the projections of a inc, pass, fail inc, pass,

given word in Diw, p on each procegsof P must be kept together.
A local test for a word in Diy, p will be distributed on processes
of P in the following way.

Executing these tests on a system allowing the scefdnjgelds
the verdictgpass, andfail, for p, andfail; andpass,, for r, show-
ing the incompatibility of the observations.

Definition 11. Let P C Proc. Letw € Yp, w = w’.a with We can generalize this way of distributing tests to the case where
a € X, forp € P. A basic test forw distributed on the set of &k = n, with n the number of processes of the specification. No-
processesd”, denoted byl'»(w), is a tuple of automatély)qcp, tice thatn-local conformance is equivalent to global conformance
where for allg € P, ¢ # p, T, is a linear automaton ovep|, without condition since an MSG specification is alwaytestable.
where internal states are labelledibg and the leaf is labelled by ~ Thus we obtain local tests distributed anprocesses for global
pass, andT,, = T'(w),,). conformance as an alternative to global tests.

A distributed test then consists of a tuple of automata that have

to be run together, with the rest of the system under test, to yield a 6. CONCLUSION AND FUTURE WORK

verdict. Formally, the execution of a distributed test on the system We showed in this paper how to locally test a system for global

under test is the asynchronous product ofkteitomata off s (w) conformance to its MSG specification. We saw that a closure con-
and the rest of the system. The test is a success if all the automatadition on the specification was needed to ensure the equivalence of
of Tp(w) reach gpass orinc state, and is a failure if thiail state the global and local conformance relations. It does not mean that
is reached. We denote by Exh (G) the test se{Tp(w) | w € local testing is impossible without this condition, but only that the
Divg,p, P € Py} and prove it to be exhaustive. local conformance relation is weaker than the global one, which is
) ) not necessarily a problem. For instance, one can consider the clo-

THEOREM 5. The test set Exb, (G) is exhaustive for thé- sure by implied scenarios as the semantics of the MSG specification

local conformance relation.Cy. and then accept them as valid scenarios.

As we already did in the previous frameworks, we would like A natural extension of the proposed frameworks is to consider an
to refine the verdicts of tests in order to distinguish complete lin- MSC as & description of the interactions of a (distributed) system
earizations from other authorised behaviours. We then change aWith & distributed environment, the system being represented as a
little the verdicts associated to states of distributed tests: in a basicStrict Subset of processes. Testing such a system consists in setting
distributed test» (w.a) wherea € %, the final states of all au- & testing process at each port (instead of each process representing
tomatal,,, ¢ # p and the last but one state 5§ will be labelled by the environment) which controls and observes the system through
pass onl(; if w is a complete linearization; they will be labelled by this interface. Different conformance relations can be defined de-
inc otherwise. As before, we want to factorise the tests built from Pending on how strictly the partial order specified for the system
words with common prefixes, in order to avéit verdicts asmuch ~ Mustbe implemented. . ) .
as possible. However, if we factorise naively the tests obtained Afterwards, selectlon_crlterla must also be mvz_estlgated in order
for each process separately, we lose the global observation that wd0 choose a representative subset o_f the exhaus_,tlve test set and then
need to conclude on the result of a test. The information of the 9enerate a test set of reasonable size to submit to the system. Se-
linearization (or equivalently, the MSC) from which a distributed  '€Ction by test purposes like in [15] must also be dealt with.
test is issued must be kept on the automata of this test. We will
then label each MSC af by a natural, and transfer this labeling 7. REFERENCES
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