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1 Distributed Clustering
Consider a set of computing nodes. Each node:

• receives data items from a datastream, DataStream.N

• clusters them,

• periodically transmits its best cluster to another node,

• periodically receives some cluster description from another node. Transmitted.N

Figure 1: Non-stationary distribution: Index of the cluster vs time
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1.1 Assumptions
The datastream involves N clusters, sampled according a non-stationary distribution.
Each node can at most construct K < N clusters.

1.2 Steps
1. Achieve K-means with change point detection (Section 2).

2. Exploit the clusters provided by other nodes. Beware, they can be irrelevant.

3. Compare the total distortion with the oracle one.

2 Change Point Detection: Page Hinkley
PH: parameters λ, controls the false alarm rate

δ, tolerance

series p1, . . . , pt

p̄t = 1
t

∑t
`=1 p`

mt =
∑t

`=1 p` − p̄` + δ

Mt = max{m`, ` = 1...t}

PHt = (Mt −mt > λ)
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The Page-Hinkley test: pt, p̄t,mt,Mt vs time
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