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Abstract

Multipoint relays ”MPR” have been introduced in the proactive pro-
tocol OLSR in order to optimize the flooding overhead of control traffic.
In this paper we propose an algorithm to optimize the MPR-based flood-
ing by using network coding where MPR nodes do not simply forward
packets they overhear but may send out information that is coded over
the contents of several packets they received. Our interest is to reduce
the number of transmissions. We show by simulation that flooding can be
efficiently performed by exploiting network coding with multipoint relays,
resulting in significant reductions in the number of transmissions in the
network. We can get benefits from this approach also in other practical
considerations such as restricted complexity and memory capabilities.

1 Introduction

A Mobile Ad-Hoc NETwork (MANET) is a collection of mobile nodes that com-
municate using a wireless medium. It is considered as the ideal communications
technology for scenarios where the network infrastructure is missing. A lot of
challenges found at this type of network such as limited bandwidth, limited
power supply and the channel condition which can vary greatly. Thus we need
robust routing protocols to enable efficient communication in such network.

Flooding is a traffic configuration of the network at which all the nodes
transmit information to all other nodes forming the network. This configuration
plays an important role in most of the routing protocol in MANET such as
AODV [1] and OLSR [2]. However flooding leads to a large amount of redundant
messages that consume bandwidth and power and cause collisions and thus
packet loss. [3] shows the problems associated with using pure flooding for
broadcasting and this increases the need of an efficient mechanism for flooding.

OLSR (Optimized Link State Routing) protocol [2] is a well-known proactive
routing protocol for MANETs. It uses an efficient mechanism, called multipoint
relays (MPR), for flooding control traffic which reduces the number of transmis-
sions required. Each node selects its own MPRs set which is a set of its one-hop
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neighbors that cover the two-hop neighbors. In OLSR, only those nodes selected
as MPR are responsible for forwarding control traffic into the entire network.

Separately, network coding is a new technique that appeared for first time in
the work of Ahlswede et al. [4] which showed the utility of the network coding
for multicast. The notion of network coding means that the nodes can combine
and mix the packets rather than merely forward them. Authors in [5] showed
that codes with a simple, linear structure were sufficient to achieve the capac-
ity of multicast connections in lossless, wired networks. Network coding has
been shown to be useful in the context of wireless communications for several
configurations [6], [7], [8], [9], [10], [11]. However, despite the importance of
flooding, little research efforts were made to employ network coding for flood-
ing. Works in [12], [13], [10] seeks to find efficient broadcast methods in an
ad hoc environment using network coding. All of these works are probabilistic
approaches as each node has a parameter called rate or retransmission factor
which determines the number of coded packets that a node should broadcast
when it receives a packet. Choosing to increase this rate ensures the delivery
of all the packets, however in the other hand it increases the redundant trans-
missions which is inefficient. Finding the optimal rate of the coding nodes is a
hard problem. Generations management is another important design decision in
these works. Size and composition of generations may have significant impact on
the performance of network coding. Distributed generation management is also
a hard problem and unsuitable solution for this problem increases the decoding
complexity and limits the coding gain. Authors in [11] use a deterministic
approach to optimize flooding using the technique of partial dominant pruning
with network coding. However in this technique set of forwarder nodes should
be calculated separately for each received message.

In this paper we show how network coding provides significant gains when
applied to OLSR protocol where MPRs are employed to reduce the redundant
transmissions. We apply the network coding only to those nodes which are se-
lected as MPRs. We provide distributed algorithm to perform an opportunistic
coding at MPR nodes. The memory available at a node constrains the number
of packets a node can keep before rebroadcast them. We discuss how efficient
our approach can achieve even with little available memory as integrating MPR
with network coding can significantly decrease the number of packets in the
buffer as well it reduces the delay of the packets in the buffer. We compare the
performance of alternative protocols which use either MPR technique or network
coding technique to our approach which integrates the two techniques together
and find that our approach significantly outperforms the alternative protocols
in term of performance, complexity, scalability and memory occupation.

The remainder of this paper is organized as follows. Section 2 motivates the
MPR-based coding by an example. Our main contribution is MPR-based coding
protocol and is presented in Section 3. it consists of a distributed algorithm to
choose the packets to encode and another to receive and decode the packets.
Simulation results are presented in Section 4.
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Figure 1: Motivation example

2 Motivating Example

Let’s start with a simple example which illustrates the gains that can be achieved
by integrating network coding with MPR. Consider the network in Figure 1,
where nodes A, B have the packets x, y respectively to broadcast to all nodes
in the network. Using pure flooding, we need 10 transmissions to deliver the
two packets to the entire network. Using OLSR, node M is considered the
multipoint relay of both A, B. So M and C receive x, y from A, B respectively
and then only M will rebroadcast the two packets separately. Thus we need
4 transmissions. Using network coding, both C and M receive x, y and both
perform the network coding to mix the two received packets together and send
the encoding packet z = x ⊕ y. so the nodes A, B and D should decode the
received packet in order to recover x and y by simply doing either z ⊕ x or
z ⊕ y. So we need also 4 transmissions. We can notice easily that using this
method will produce some redundant transmissions as A and B receive z twice.
In order to avoid these redundant transmissions we propose to integrate the
network coding with MPR technique, then only the nodes selected as MPR are
allowed to perform the coding and rebroadcast the packets. So in the example
when C and M receive the two packets x, y only M will rebroadcast x⊕ y as it
is MPR for both A and B. Thus 3 transmissions only are sufficient to deliver
the two packets x, y to the entire network. So using MPR-based coding reduce
the number of transmissions needed to broadcast these two packets.

The idea of MPR-based coding is that when a packet is received by node M ,
first it decodes the packet if it has been encoded, and then it inserts the new
packet into a queue for rebroadcasting if and only if the packet was received
from a node which has selected node M as its MPR. We call this node a MPR
selector of M . As we show in detail later, MPR-based coding not only reduce
the number of transmissions but also reduce the number of packets in the queue
that each node keeps to rebroadcast. In our approach, as in the example above,
we consider a simple opportunistic coding scheme which reduces the complexity
of encoding and decoding functions. The opportunistic coding was used for
unicast traffic in [8]. In this paper we show how this scheme could efficiently
optimize flooding in wireless network.

The challenges that we need to address in this scheme are:
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Figure 2: Diffusion of a broadcast message using multipoint relays

(a) Which packets should be encoded together? As each MPR node could has
many packets to broadcast, it should find the set of packets to encode in order
to maximize the number of packets delivered in a single transmission.To do that
we need an efficient heuristic that optimizes the packet delivery and the waiting
time.
(b) How can a node know if its neighbor can decode a packet? The node needs
to know the state of neighbors, which is important for two reasons: First, for
the encoding algorithm to efficiently choose the packets. Second, for stopping
to send certain packets when they are delivered to all its neighbors.

3 MPR-BASED CODING PROTOCOL

We introduce a new protocol for ad hoc wireless network which integrates the
MPR technique with the notion of network coding to achieve better performance
while minimizing the packet delay, memory requirement and computation com-
plexity.

3.1 Protocol overview

As in OLSR, nodes periodically broadcast HELLO messages to their neighbors.
These messages contain the list of one hop neighbors of the node with their link
status. They permit the node to calculate its one-hop and two-hop neighbor
set. Thus the node can select its MPR set by selecting the minimal number of
one-hop neighbors which covers all its two-hop neighbors. Finding the smallest
multipoint relay set has been shown to be NP hard [14]. So we propose to use
the heuristic mentioned in [15].

Separately, each node maintains the flowing two queues to keep the packets:

• Input queue: The node keeps in this queue the packets that have been
received in addition to the neighbor reception information that gives the
probability of each neighbor having that packet.

• Output queue: It is FIFO queue where the node keeps the packets to be
broadcasted until they will be delivered to all the neighbors.
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Inserting a packet in the output queue follows the following rule ”A node inserts
a new native packet in the output queue to rebroadcast only if it has received its
first copy from a node for which it is a multipoint relay”. When a node has an
opportunity to send, signalled by MAC, it checks its output queue to find the
best set of packets to encode together, then broadcast the encoded packet. The
encoded packet is obtained by simply XORing those chosen packets together and
reporting their IDs in the header. When a node overhears a packet, it decodes
the encoded packet, if it is possible, and stores the new packet in the input
queue for a limited period T. In addition the node sends an acknowledgement
to its neighbors to confirm its reception of the packet and its ability to decode it.
Because of the broadcast nature of the wireless medium, this acknowledgement
will be received by all the neighbors and used to update the neighbor reception
information in the input queue. Also these acknowledgements are important to
inform the node that certain packets has been received by all its neighbors and
so it can delete it from its output queue.

3.2 Network Coding Operation

As mentioned earlier that in our approach instead that MPR node sends one
single native packet, it can encode several packets together and so it delivers
more than one packet in single transmission. Now we give a description to the
algorithm that finds the coding candidates.

3.2.1 Problem formulation

We want to find the maximum number of packets that could be decoded from
maximum number of neighbors. If P is an encoded packet where P = ⊕K

i=0pi,
we call CCL the coding candidates list.

CCL = {p0, p1, · · · , pK}

Let F (P ) be a function that gives the number of neighbors that can decode
P and g(P ) is a function that represents the delay constraint which is, in our
simulation, the average waiting time of the coding candidates in the queue.

g(x) = Avgpi∈CCL{del(pi)}

Now consider a node u which has N packets in its output queue and has M
neighbors. We refer to the output queue by Q.

Q = {P0, P1, · · · , PN}

So our problem is to find P ∈ C such that maximize F (P ) while minimize g(P ),
where C is a set of all possible combinations of the packets in Q.

C = {⊕K
i=0PPi ; PPi ∈ Q, K ≤ N}

In the other hand if a neighbor of u receives P , it can decode it and get a new
native packet if and only if it has at least K − 1 packets from the list CCL.
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Figure 3: Exemple of coding operation

From this decoding rule we can conclude that the maximum number of packets
that could be decoded from all the neighbors is M . So K ≤ M . As mentioned
earlier, we want at the same time to optimize the delay of the packet, such that
at each transmission we send at least one packet which has the longest delay in
the queue. For this reason we always pick the packet at the head of the queue to
add it to the coding candidate list. So PP0 = P0. In order to find the optimal
solution of such problem, we have to test all the possible combinations of the
packets in the queue and find for each combination the number of neighbors that
can decode. Then pick the combination that could be decoded at the maximum
number of neighbors. However to do that the number of possible combination
that we have to test is
C1

N + C2
N + C3

N + · · ·+ CM−1
N

= N + N(N−1)
2! + · · · + N(N−1) ··· (N−M−2)

(M−1)!

≈ O(NM−1)
which is too expensive. So we propose the following heuristic.

3.2.2 Distributed Packet Coding Algorithm

Our heuristic works as follow :

Step.0 Add the first packet of the output queue P0 to the coding list.
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Step.i Find the packet PPi from the output queue which gives the largest
increase in the number of neighbors that can decode the coding list after
adding PPi to it.

• If we find such packet we add it to the list, then repeat step i if the
number of packets in the list is inferior to M.

• Otherwise, If we don’t find such packet or we have M packet in the
coding list, then we suppose that K = i, XOR the packets in the list,
add their IDs in the header and broadcast the encoded packets.

In this way, we reduce the number of cases that we have to test to N ×M .
Lets take the example shown in Figure 3. Node u has 5 packets in its output
queue. Some of these packets have been received by the neighbors of u as shown
in Figure 3 (a). When u has an opportunity to send a packet, it picks P0 from
its output queue and try to find the other coding candidates. To do this, it has
many possible combinations shown in the table in Figure 3 (b) we also add in the
table the benefit of each combination represented by the number of neighbors
that can decode it. We assume that u knows which packets each neighbor has.
From the table we see that the best solution is P0 + P3 + P4 and to get it we
have to examine 15 possible combinations. However our heuristic will give us
the result P0 + P1 after examining 8 cases only, which are the field shaded in 3.
Therefore, we have lost one packet to deliver while reducing the number of test
to the half. Another important point is the delay, we notice that our heuristic
chooses to send P1 instead of P2 or P3 since it has longer delay than the others.
Therefore, even if our heuristic doesn’t always give the best result, it gives a
satisfactory result while at the same time it reduces significantly the complexity
and the delay.

3.2.3 Learning Neighbor State

As we have seen in the coding algorithm, the key point to choose good coding
candidates is to know the packets which exist at each neighbor. As explained
earlier, we propose to associate each packet in the input queue with neighbor re-
ception information. These information are updated according to the reception
of the acknowledgements from the neighbors. Moreover, this information could
be updated according to the two-hop neighborhood information, obtained by
HELLO messages, and the previous hop of the received packet. For example,
if node x receives a packet p from node y, node x can infer that node y has
already p and that neighbors of y has received p. In the case where packet p is
a coded packet, x can infer that y has all the coding candidate used to produce
p. x can estimate the ability of each neighbor of y to decode p using the other
neighbor reception information.

3.3 Receiving and Decoding the packet

When the node u receives a native packet, it inserts it directly in the input queue
and if this packet is received from one of the MPR selector of u then it inserts it
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into the output queue. However in case it receives an encoded packet, u should
extract the new native packet before inserting this new packet in the queues. As
mentioned earlier, the IDs of the coding candidates are listed in the header of
the encoded packet. Moreover, all the received packets are stored in the input
queue. So when a node receives an encoded packet, it checks if it can decode it
depending on the decoding rule mentioned in section 3.2.1. If this is possible,
it decodes the packet by simply XORing it with the known coding candidates
stored in the input queue and get a new native packet. Finally, it schedules an
acknowledgment to inform its neighbors about the new native packet that it has
received.

4 Simulation Results

To evaluate the efficiency of our MPR-based coding protocol for the flooding, we
compare its performance with two other protocols; one is OLSR which optimizes
the flooding by using MPR technique only. The other protocol is the one which
use only the network coding without using the MPR technique. For this second
protocol we use our algorithm for coding at each node in the network not only
for the MPR nodes. Our performance metrics are the number of transmissions
needed for flooding, memory requirement and the packets delay. To evaluate
the memory requirement of the three protocols we calculate the average size
of the output queue. At this queue a node keeps the packets that should be
rebroadcasted until MAC indicates a send opportunity. And for the evaluation
of the packets delay we use the average waiting time of the packets in this queue
at all the nodes. We implement the protocols in a network simulator. Nodes
are placed randomly on the simulation area. Transmissions are received by all
nodes within transmission range. A packet transmission takes exactly one time
unit. A node can either send or receive only one packet at a time unit. For
network traffic, we assume that each node has one packet to broadcast to all the
nodes in the network. Then, the simulation continues to run without inserting
further packets until all the packets delivered to the entire network. At each
time unit we randomly pick a node and schedule its transmission. So we assume
that only one node can send at a given time unit and in this way we avoid packet
collisions. However a network provided with more accurate physical layer and
MAC layer for perfect collision avoidance can give better result. This is because
a network coding increase the robustness against packet loss as a packet may be
sent many times before it can be deleted from the queue. The acknowledgment
that we propose plays an important role for the robustness. We first analyze
simulation for different number of nodes spread in the network area where they
have nearly the same density and then we see the impact of different densities
on protocol performance.
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Figure 4: performance comparison of MPR-based coding and OLSR and only-
network-coding-based flooding.
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Figure 5: Impact of Node Density.

4.1 Different Number of Nodes:

First we compare the performance for different number of nodes. We suppose
that the average number of neighbors is nearly 20. The nodes are placed ran-
domly in the network area which is chosen according to the number of nodes.
The number of nodes changes from 30 to 200. As shown in figure 4(a) that our
MPR-based coding protocol reduces significantly the number of transmissions
over the OLSR. We see that the difference in performance is most pronounced for
large number of nodes and this is because when the number of nodes increases,
the number of packets increases accordingly and so each MPR node of OLSR will
have more packets to transmit individually. However, in the case where network
coding is employed, increasing the number of packets in the queue increases the
coding opportunities which overloads each transmission with additional packets
and thus reduce the increasing of the number of transmissions. As shown in Fig-
ure 4(b)&(c) the MPR-based coding reduces the memory requirement and the
packet delay over the protocol that uses network coding only because restricting
the MPR nodes only to perform the coding reduces the number of packets in
the queues. In the other hand, using network coding at MPR nodes makes the
draining rate of the packets from the queues higher and this reduces the size of
these queues in our approach over the OLSR.

9



4.2 Impact of Node Density:

The modified parameter here is the average number of neighbors, accomplished
by varying the radio range of the nodes. We suppose that the network con-
tains always 200 nodes, randomly distributed on a surface 1500m×1500m. The
average number of neighbors are 20, 35, 51, 75, 87. The corresponding simula-
tion results are shown in Fig. 5 which shows that increasing the node density
doesn’t have great impact on the performance of MPR-based coding, instead it
performs well for different node density. In contrast, OLSR performs better in
dense network as there will be fewer nodes to broadcast and thus reduce the
number of transmissions and the rate of draining packets from the queue which
reduces the queue size and the packet delay as well. As shown in Fig. 5(b) that
MPR-based coding reduces greatly the size of the queue over the case where
only network coding is employed especially for dense networks. This is because
increasing the number of neighbors increases the number of packets received
by each node. However in the second case all of these received packets will be
inserted in the output queue to be broadcast and this increases significantly the
size of the queue, packet delay and also the complexity of the coding algorithm.
So we deduce that our MPR-based coding protocol outperform the other tow
protocols for different node density.

5 Summary and Conclusions

We have shown that incorporating network coding with the notion of multipoint
relay allows to improve the broadcast efficiency over ad hoc wireless network.
We developed simple distributed coding algorithm that allows to reduce the
number of transmissions compared to OLSR which use only MPR technique
and also reduce the memory requirement and the packet delay comparing with
another protocol that use only the notion of network coding. Our simulation
results demonstrated these benefits.

This work is a first step towards a full communication architecture. In
the future, we intend to investigate a number of issues such as MPR-based
coding performance in term of packet delivery ratio and to explore more on the
reliability issue.
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