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Abstract—Multipoint relays "MPR” have been introduced in
the proactive protocol OLSR in order to optimize the flooding
overhead of control traffic. In this paper we propose a protoco
NFCF to optimize the Network Coding based flooding using
Fountain Codes such as LT code. our protocol combine the MPR
technique with the notion of network coding where MPR nodes
do not simply forward packets they overhear but may send out
information that is coded over the contents of several packetdiey
received. Our interest is to reduce the number of transmissions.
We show by simulation that flooding can be efficiently performed
by exploiting network coding with multipoint relays, resulting
in significant reductions in the number of transmissions in
the network. We can get benefits from this approach also in
other practical considerations such as restricted complexity and
memory capabilities.

I. INTRODUCTION
A Mobile Ad-Hoc NETwork (MANET) is a collection of

characteristic of these codes is their low complexity of en-
coding and decoding functions. These schemes are congidere
as end-to-end approach where the source node generates a
limitless of encoded packets, the destination when it vesei
enough packets, it decodes them to get the source packets,
but the intermediate nodes are only allowed to replicate and
forward packets and don't participate in coding. However
this approach decreases the network throughput and in order
overcome this drawback, the authors of [6] [7] propose an
alternative approach where network coding is employed. In
the context of network coding at [6] the intermediate nodes
send out random linear combinations of all previously nesi
packets. [7] investigates FEC codes at the intermediateshod
in order to reduce the complexity processing.

Network coding is a new technique that appeared for first
time in the work of Ahlswede et al. [8] which showed the

mobile nodes that communicate using a wireless mediuuotility of the network coding for multicast. The notion of

It is considered as the ideal communications technology faetwork coding means that the nodes can combine and mix

scenarios where the network infrastructure is missing. tA Ithe packets rather than merely forward them. Authors in

of challenges found at this type of network such as limitgd] showed that codes with a simple, linear structure were

bandwidth, limited power supply and the channel conditiosufficient to achieve the capacity of multicast connectiims

which can vary greatly. Thus we need robust routing pro®cdbssless, wired networks. Network coding has been shown

to enable efficient communication in such network. to be useful in the context of wireless communications for
Flooding is a traffic configuration of the network at whictseveral configurations [10], [11], [12], [13], [14]. Howeye

all the nodes transmit information to all other nodes fomgnindespite the importance of flooding, little research effarese

the network. This configuration plays an important role imade to employ network coding for flooding. We presented in

most of the routing protocol in MANET such as AODV [1]our previous work [15] an approach that integrates the MPR

and OLSR [2]. However flooding leads to a large amount eéchnique with notion of network coding in order to optimize

redundant messages that consume bandwidth and poweflanding in wireless ad hoc network. We proposed an algorithm

addition to the packet loss because of the collision. Thé highat employs an opportunistic coding at each MPR node based

overhead of using naive flooding was highlighted in [3] andn simple XOR operations.

this increases the need of an efficient mechanism for flooding In this paper we optimize our coding algorithm using
OLSR (Optimized Link State Routing) protocol [2] is afountain code. This paper aims to provide a practical nekwor

well-known proactive routing protocol for MANETS. It usesdesign and provide an operational protocol for flooding. The

an efficient mechanism, called multipoint relays (MPR), foproposed solution include a simple encoding algorithm dase

flooding control traffic which reduces the number of transmi®n the principle of LT code to perform the opportunistic cagli

sions required. Each node selects its own MPRs set which ig/hile taking into account the delay, complexity, reliatyiland

set of its one-hop neighbors that cover the two-hop neighbomemory requirement.

In OLSR, only those nodes selected as MPR are responsibl®©ur design uses the following principle:

for forwarding control traffic into the entire network. « It is based on deterministic flooding as it employs MPR
Separately, Forward Error Correction (FEC) schemes such nodes which are the only nodes in the network responsi-

as fountain codes [4], [5] are provided as a solution for ble for rebroadcasting the packets. This technique reduces

reliable communication in lossy networks. They obviate the the redundant retransmissions.

need of retransmission request and thus decrease the band- It employs opportunistic network coding in order to

width consumption as well decrease delay. The most impbrtan overload each transmission with additional information



as possible without delaying the packets. be sent over the: native packets. And then these neighbors
« It implements the coding by using the principle LT codshould receive certain number of these encoded packetrto st
which is rateless erasure code and is characterized by tlezoding and getting the whole batch of n native packets. If
simplicity of its encoding and decoding functions. any of these coded packets is lost during the transmission,
Our main goal is to reduce the cost of flooding. We refe& retransmission is required and this retransmission cbeld
to the cost as the total number of transmissions required. Vgslundant for other nodes. if receive new packets before
show by simulation how can our design achieves this gd#nishing the transmission of thé encoded packet, so the
and also we can get benefit in term of complexity, delay art¢w packet would be buffered until all neighbors receive the

memory requirement. precedent batch of thenative packets or a recalculation of the
whole encoded packets is required. Also in case of mobility
Il LIMITATION OF PREVIOUS WORKS this scenario is not efficient. In addition to the limitation

Works in [16], [17], [14] seeks to find efficient broadcasbf building a digital fountain with Reed-solomon codes as
methods in an ad hoc environment using network coding.Theyplained in [4] [20] [21]. As the number of packets incregase
present an approach where each intermediate node perforntiseacost of Reed-Solomon coding induce too much overhead.
random linear combination of all previously received paske  [22] presents FBcast which combines erasure code with
If we have K packets for broadcast, so encoding process @babilistic broadcast technique for reliable broadddstv-
each node need(K) operations and the decoding procesgver at this approach they use end-to-end coding which means
which depends on Gaussian Elimination, neédg(?) oper- that the encoding process is done only at the source node and
ations. Also all of these works are probabilistic approach¢hen the intermediate nodes only forward the received packe
as each node has a parameter called rate or retransmisdibis can reduce the network capacity as referred in [6]. The
factor which determines the number of coded packets thatathors of [7] show that min-cut capacity can be achieved if
node should broadcast when it receives a packet. Chooswg allow intermediate node to process the incoming packets
to increase this rate ensures the delivery of all the packeamnd perform coding. They present several coding schemes
however in the other hand it increases the redundant trahswever this work is mainly theoretical without providing
missions which is inefficient. Finding the optimal rate oéthany practical design. So our aim is to bridge theory with the
coding nodes is a hard problem. Generations managemenpriactice and avoid the limitations of the previous works.
another important design decision in these works. Size ancli”
composition of generations may have significant impact on " *

the performance of network coding. Distributed generation } )
management is also a hard problem and unsuitable solutiof-t'S take an example of a proactive routing protocol such as

for this problem increases the decoding complexity andtsimiOLSR, where flooding neighbourhood information is required
the coding gain. in order to build the routing tables at each node. We assume
CODEB presented in [18] is the only deterministic apthat each node has a packet, which contain the topology
proach found which uses network coding for optimizing thgontrol message, should be delivered to the entire network.
broadcast in ad hoc wireless network. It use the parti&h€ following challenges should be taken into account for an
dominant pruning (PDP) technique which is similar to MPRfficient protocol for flooding these packets:
technique in selecting certain relaying nodes to rebrastdca « Cost: the number of transmissions required should be
the packets in the network. Both technique use a greedy minimal.
set cover GSC algorithm for selecting the set of forwarder « Scalability: Network traffic overhead is manageable even
however the MPRs selecting algorithm chooses as forwarders for very large number of flooding packets.
those candidates that have exclusive coverage of somedpo-h « Delay: the packets should be delivered with minimum
neighbor, and only then apply GSC over the remaining nodes delay.
[19]. This additional step permits to decrease the number ofe Memory requirement: the amount of memory required to
relying nodes in the network so the MPR outperform the keep the received packets for rebroadcasting should be
PDP technique. Also in PDP technique the forwarder list ~minimal.
is determined at a node for each packet to be broadcast Mobility-independent: Nodes could move freely in the
depending on the source of the packets and so the IDs of network and their neighbors continue sending their set
the forwarder should be listed in the header of the packet Of packets without additional overhead for sending more
which causes some overhead. However in MPR technique, redundant packets.
the forwarder list (the MPRs) of a node is unique for all the « Time-efficient: the amount of processing required at each
packets that pass the node and there is no need to recalculate node for both sending side and receiving side is minimal.
this set for each packet. For the encoding process theymnirese We provide a practical design for a deterministic approach
two algorithms one of them is based on Reed-Solomon codé flooding in wireless ad hoc network. Our approach is based
This code has many drawbacks such as: The noddould on MPR technique. MPR technique reduces the duplicate
have knowledge about the packets that its neighbors lostrgtransmissions and thus reduces the flooding cost. In the
order to determine, k, the number of coded packets that dhoather hand the flooding cost could be reduced more by

REQUIREMENT FOR EFFICIENT FLOODING AND THE
PROPOSED SOLUTION



employing network coding which overload each transmissi®o our problem is to findP € C such that maximize
with additional information. In order to reduce the comjiyex F'(P) while minimize g(P), whereC'is a set of all possible
of coding and decoding at each node, we employ the princigdembinations of the packets @.

of fountain code, such as LT code, to perform network coding. K

Also using LT code can reduce the delay as the decoding C={@izPP ; PPheQK<N}

process is performed step by step such that each receitedhe other hand if a neighbor af receivesP, it can decode
encoded packet could release several native packets andtsind get a new native packet if and only if it has at least
we use these native packets for re-coding and rebroadgastii — 1 packets from the list CCL. From this decoding rule we
So the node doesn't have to wait until receiving the wholean conclude that the maximum number of packets that could
batch of the encoded packets. For that we can use #e decoded from all the neighbors id. So K < M. As
opportunistic coding which means that whenever a node hagntioned earlier, we want at the same time to optimize the
an opportunity to transmit a packet (MAC layer access), dielay of the packet, such that at each transmission we send
chooses packets to encode among the already received anfkast one packet which has the longest delay in the queue.
decoded packets without waiting any additional packets For this reason we always pick the packet at the head of the
be received or decoded. Moreover, as each encoding padk@tue to add it to the coding candidate list. Bf, = P,. In

can be generated independently of other encoding packets arder to find the optimal solution of such problem, we have to
so decoded separately so the node can receive the encadetall the possible combinations of the packets in the gueu
packets from several neighbors because the native packeid find for each combination the number of neighbors that
could be retrieved from any set of coding packets. Thus tean decode. Then pick the combination that could be decoded
node could move freely through the network and continug the maximum number of neighbors. However to do that the
receiving the packets from any neighbors without loosing amumber of possible combination that we have to test is
already rece_lve_d pgcket. I_:lnally, in Fhe case of Io_ssy nfk,vyoc}v +CL4+CY +-+ C]J\v[1—1

no retransmission is required as using the fountain coeéf its_ N+ N(N-1) N(N—1) -+ (N—M—2)

; o 9 (I—1)!
provide the reliability. ~ O(NM-1)
IV. BACKGROUND AND PREVIOUSAPPROACH which is too expensive.

In this section we first formally introduce the problenB. Previous Result
formulation. Then as this paper departs from our previousin [15] we introduced a new protocol for ad hoc wireless
work [15] so for completeness we briefly review our previousetwork which integrates the MPR technique with the notion

approach here. of network coding. We proposed a simple distributed algo-
rithm for opportunistically choosing packets to encode and
A. Problem Formulation broadcast. The encoding function is based on simple XOR

F&peration. We review our protocol as follow:

As mention rlier that in our roach in hat M . . -
s mentioned earlier that in our approach instead that ra%) Protocol overview: As in OLSR, nodes periodically

node sends one single native packet, it can encode sev . )
packets together and so it delivers more than one pacEé?adcaSt HELLO messages to their neighbors. These mes-

in single transmission. Now we give a description to tht agfﬁniogttggsthﬁhgtF?efr?nr;tetﬁgEgcjeégtgb:;sc&;geit:gi:_wnh
algorithm that finds the coding candidates. and two-hop neighbor set. Thus the node can select its MPR

We want to find the maximum number of_packets that coulgst by selecting the minimal number of one-hop neighbors
be decoded from maximum number of neighborsPlis an  \yhich covers all its two-hop neighbors. Finding the smalles
encoded packet wher® = &2 p;, we call CCL the coding myitipoint relay set has been shown to be NP hard [23]. So
candidates list. we propose to use the heuristic mentioned in [24].

Separately, each node maintains the flowing two queues to

CCOL = {po,pr,-~Px} keep the packets:

Let F(P) be a function that gives the number of neighbors that * InPut queue:The node keeps in this queue the packets
can decode” andg(P) is a function that represents the delay ~ that have been received in addition to the neighbor

constraint which is, in our simulation, the average waitinge reception information that gives the probability of each
of the coding candidates in the queue. neighbor having that packet.

« Output queuelt is FIFO queue where the node keeps the

g(x) = Avgp,ccor{del(p;)} packets to be broadcasted until they will be delivered to

all the neighbors.
Now consider a node: which has N packets in its output Inserting a packet in the output queue follows the ride
queue and has/ neighbors. We refer to the output queue byode inserts a new native packet in the output queue to
Q. rebroadcast only if it has received its first copy from a node
Q={Py, P, -,Pn} for which it is a multipoint relay” When a node has an



opportunity to send, signalled by MAC, it checks its output V. NCFC OvVERVIEW

gueue to find the best set of packets to encode together,

then broadcast the encoded packet. The encoded packet /e introduce NCFC, a new broadcast protocol to optimize

obtained by simply XORing those chosen packets togetH8f Network Coding based flooding usingountain Codes.

and reporting their IDs in the header. When a node overhedfds approach combines the MPR-based flooding with oppor-

a packet, it decodes the encoded packet, if it is possibighistic network coding.

and stores the new packet in the input queue for a limitedIn this approach we try to optimize MPR-Based flooding

period T. In addition the node sends an acknowledgementusing LT Code which is one of the digital fountain codes.

its neighbors to confirm its reception of the packet and itd code is a rateless erasure code as the source generates

ability to decode it. Because of the broadcast nature of th@vitless coding symbols until the destination can decode

wireless medium, this acknowledgement will be received B)ese symbols and recover the source data when it receives

all the neighbors and used to update the neighbor receptifficient number of encoding symbols. So in this way the

information in the input queue. Also these acknowledgemergource don't need to fix its rate during the transmissioneas

are important to inform the node that certain packets has bée sends as much coding symbols as needed. And also the

received by all its neighbors and so it can delete it from igpurce doesn’t need to know the neighbors state (the packets

output queue. that each neighbor has) because the encoding symbols are
2) Distributed Packet Coding Algorithmtn order to find generated randomly. Integrating the two techniques tegeth

the candidates of the encoding packet we proposed a heuri$thich are MPR technique and network coding technique,

to find the coding list that contains candidates from thi@presented by LT code, can effectively reduce the cost of

output queue which could be decoded at maximum numberflsfoding because MPR reduce the redundant transmission and

neighbors. Our heuristic need® N x M) operations where the network coding overload each transmission with adutitio

N is the number of packets in the queue ahfl is the packets as possible.

number of neighbors. However the key point to choose good

coding candidates is to know the packets which exist at eagh How does our approach work?

neighbor. As explained earlier, we propose to associath eac

packet in the input queue with neighbor reception infororati ~ Each node has three buffers:

These information are updated according to the reception of ReceivedPackets buffekeeps “for certain time” all

the acknowledgements from the neighbors. Moreover, this the native packets, which are not encoded, that the

information could be updated according to the two-hop neigh node has received or recovered from the decoding

borhood information, obtained by HELLO messages, and the process.

previous hop of the received packet. Il PacketToBroadcast buffetkeeps the packets that the
3) Receiving and Decoding the packétrhen the node: node had received and waits for broadcast. When the

receives a native packet, it inserts it directly in the inguéue packet is received by all the neighbors, it should be

and if this packet is received from one of the MPR selector deleted from this buffer.

of u then it inserts it into the output queue. However in case ||| EncodedPackets buffekeeps the received encoding

it receives an encoded packetshould extract the new native packets that couldn’t be decoded immediately.

packet before inserting this new packet in the queues. Bitl As we use MPR-based flooding, so the packets in buffer I

decode the packet, if it is possible, by simply XORing it Witr};\re only those which are received from the MPR selector of
the known native packets stored in the input queue. Finially,th? node

schedules an acknowledgment to inform its neighbors abou

the new native packet that it has received. .
B. Sender Side:

C. Simulation Results ) ] ] )
Each time a node has a sending opportunity signalled by

Our simulation results demonstrated that our previous agrac and if it has any packets in buffer 11, it uses LT code
proach resullt significantly reduce the number of transmiesi to find a set of packets from the buffer Il to encode together
in the network. We can get benefits from this approach al§Qq proadcast it to its neighbours.

in other practical considerations such as restricted cexityl
and memory capabilities. However the main drawback that
could be found at this approach is that the coding algorithm1) Choose randomly a degree of the encoded packet
depends on learning the neighbor state. So any loss or delay o~ Which represents the number of packets to encode. This
the acknowledgements from the neighbors cause the neighbor degree is chosen according to ideal soliton distribution.
reception information to be inexact and thus the codingagoi 2) Choose d packets randomly from the buffer Il to use
will not be efficient. So in order to avoid this problem and ~ them as coding candidates, and XOR these coding
to optimize our distributed coding algorithm we propose to  candidates to get an encoded packet.

combine one of the fountain code which is LT code with the 3) Add the ids of coding candidates into the header and
network coding as explained the following section. then broadcast the encoded packet.

The encoding technique in LT code is as follow:
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Fig. 1. performance comparison of MPR-based coding and OLSRoaly-network-coding-based flooding.
C. Receiver Side use either MPR technique or network coding separately. In

The node needs to retrieve the native packets from tHdS Section we show that the optimization performed over

received packet by using the decoding process as follow: the algorithm of coding by using ITT code can improve the
1) If the received packeR is of degreed > 1, the node performance and reduce the flooding cost. Our performance
tries to reduce this degree by processind the Ioaﬂ(etmetrics are the number of transmissions needed for flooding,
against all native packets in buffer I. That means {gremory requi_rement and the packets delay. To e\(aluate the
XOR the packet? with all the native packets stored ipmemory requirement we calculate the average size of the
buffer | which are coding candidates & Each coding buffers. For the previous approach we calculate the size of

candidate found in buffer | reduce the degreefbby the output queue Wh?’re a nqde_ keeps the packets tha_t should
o .. be rebroadcasted until MAC indicates a send opportunity. Fo
1. If the reduced degree ak is still greater than 1, it . :

: . NCFC we calculate the sum of the size of the two buffers: the
will be stored in buiffer 11l PacketToBroadcast buffer and the EncodedPackets buffer. A
For example if a node has2 packetsP, P in buffer I. for the evaluation of tf?e ackets delay we use the avelrja .tim
then it receives an encoded packet- P, & 1 & P4 of needed for the packets Ft)o be delive?led to the entire ngvork
degree2. By XORing P, with R we getR' = R® P, = : P . ) '

y We implement the protocols in a network simulator. Nodes

Py ® Py & Py P = Py @ Py SO I has degree are placed randomly on the simulation area. Transmissions
2) If the received packeR has a degree 1 or its degree place y . A

e received by all nodes within transmission range. A packe

has been reduced to 1 in the previous step, it is insert%ansmission takes exactly one time unit. A node can either
into buffer | as it is considered as native packet. AnH y '

then this native packet is used to reduce the degreesoefnd or receive only one packet at a time unit. For network

the other encoded packets by matching it against all t%rgfﬁc, we assume that each node has one packet to broadcast
encoded packets residing in buffer I o all the nodes in the network. Then, the simulation corgu

3) When the previous step successes to reduce a degreéoe??!\jgr(\e,vdlttrzaotur:elgi(tairrttlanr?er\?vrct)rrllf ' Aliaei(;ﬁi;gttrﬁltl vf/r;er;ne c;om:rfwl
any packet in buffer |Il to degree 1, then this packet i ick a node and schedule it.s transmission. So we assume
inserted into buffer | and also it is processed against IR? : ; . :

L that only one node can send at a given time unit and in
packets remaining in buffer III. . X .
. . . this way we avoid packet collisions. However a network

4) The receiver schedules an acknowledgment to inform

its neighbors about the new native packets which are i rovided with more accurate physical layer and MAC layer

serted into buffer Il after this process. This acknowledg Qgcgi;fgcé S\thl\';gﬂ ?Xg:gangs dcsnegil;ﬁaﬁetﬁ éf)(sjlélt{rizzases
ment could be piggybacked with another data packet. . 9 P y
, : , the robustness against packet loss as a packet may be sent
Any native packet received or recovered during the decodlﬂgany times before it can be deleted from the queue. The
process is inserted into buffer 1l if and_ only if it has _rec&_ﬂv acknowledgment that we propose plays an important role
from a MPR selector of a node. And this packet remains in thy§, e ropustness. We first analyze simulation for différen
buffer and has a chance to be broadcasted until it is recei&tl,har of nodes spread in the network area where they have

by all the neighbors of the node. This is signalled by thgaay the same density and then we see the impact of ditferen
acknowledgements sent by the neighbors. densities on protocol performance.

VI. SIMULATION RESULTS .
To evaluate the efficiency of our NCFC algorithm, wéA' Different Number of Nodes:

compare its performance with our previous approach thatFirst we compare the performance for different number of
combine the MPR technique with simple XOR algorithm tmodes. We suppose that the average number of neighbors is
perform network coding at each MPR node. In [15] we shownearly 20. The nodes are placed randomly in the network
how our previous approach outperforms the other protoal tharea which is chosen according to the number of nodes.
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Fig. 2. Impact of Node Density.

The number of nodes changes from 30 to 300. As showand the simulation result show that even with this additiona
in figure 1(a) that NCFC reduces significantly the number &iuffer the memory requirement when using LT code is still
transmissions. We see that the difference in performanceldsver than that when using the XOR-based approach.

most pronounced for large number of nodes and this is because
when the number of nodes increases, the number of packets o )
increases accordingly and so each MPR node of OLSR will !N this paper we have presented the initial steps for praictic
have more packets to transmit individually. However, in th@€Sign that combine MPR technique with Network coding to

case where network coding is employed, increasing the nufptimize flooding in wireless ad hoc network. We have develop

VIl. CONCLUSIONS

ber of packets in the queue increases the coding oppoesnift simple distributed algorithm that use the principle of lole

which overloads each transmission with additional pachkats top

erform network coding. LT code is one of the most popular

thus reduce the increasing of the number of transmissiof&asure code that is characterized by its simplicity in eimgp
As shown in Figure 1(b)&(c) NCFC reduces the memo,z—g decoding process. Our simulation result has demoedtrat

requirement and the packet delay as using network codi
at MPR nodes makes the draining rate of the packets from the

gueues higher and this reduces the size of these queues in%ﬁp X .
issues such as NCFC performance in term of packet delivery

approach.

performance improvement achieved using our approach.

his work is a first step towards a full communication

itecture. In the future, we intend to investigate a nemna

ratio and to explore more on the reliability issue.

B. Impact of Node Density:

The modified parameter here is the average number &fl
neighbors, accomplished by varying the radio range of th
nodes. We suppose that the network contains always 200
nodes, randomly distributed on a surfaé®0m x 1500m. The  [3I
average number of neighbors are 20, 35, 51, 75, 87. The corre-
sponding simulation results are shown in Fig. 2 which showp}
that NCFC outperform the other protocol in term of cost, gela
and memory requirement. As we use the MPR technique it i%s]
normal to see that the number of transmissions is reducee
is dense network. And using the notion of network coding
can reduce the the memory requirement and the delay of t
packets as it increases the draining rate of the buffer when
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