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ABSTRACT
The communication infrastructure around us is a rich but
fragmented environment made of separated services cor-
responding to different levels of engagement. The multi-
scale approach to communication proposes instead to create
systems that support a variable degree of engagement and
smooth transitions between degrees. This paper reports on
the design and evaluation of such a system called Pêle-Mêle.
We present a longitudinal study of its use that notably il-
lustrates the importance of providing gradual attention man-
agement mechanisms to support transitions between back-
ground and foreground communications. We then describe
a quantitative experiment that shows the influence of periph-
eral update rate on subjects’ attention in a dual-task situa-
tion combining snapshot-based peripheral awareness with a
central text correcting task. Overall, our results suggest that
control over information pace and salience can help users
of communication systems adjust both their local distraction
and remote attractiveness.
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INTRODUCTION
Specific characteristics of interpersonal communication tech-
nologies have been studied for quite a while. Studies of
video-mediated communication revealed few objective ad-
vantages of adding video to audio for focused problem
solving tasks [39], for example, but they also showed the
value of video for creating shared workspaces and assess-
ing the availability of others. Media space studies partic-
ularly demonstrated this last role, emphasizing the impor-
tance of long-term and always-on connections and promot-

ing the concept of peripheral awareness of each other’s ac-
tivities [11, 12].

Many of today’s communication systems build on these no-
tions of constant accessibility and peripheral awareness. A
few additionally support the transformation of a peripheral
communication into a primary activity. As an example, in-
stant messaging applications not only provide constant in-
formation about people’s presence and availability but also
support the rapid exchange of text messages. Yet, managing
users’ transitions between background and foreground ac-
tivities remains a key challenge of modern communication
system design. In Weiser & Brown’s terms, the challenge
is to create calm technologies that engage both the center
and the periphery of our attention and move back and forth
between the two [38].

Monitoring a peripheral communication while performing
another task has a cognitive cost that depends on the per-
ceptual salience of the communication and the distraction it
causes. Minimizing this cost is usually desirable and even
necessary in situations like car driving where the ability to
keep a communication in the background can be critical.
But what appears as a cost might quickly turn into a ben-
efit as one starts focusing on the peripheral communication
and placing it at the center of attention. This paper reports on
the design and evaluation of a system that specifically sup-
ports the transitions back and forth between peripheral and
focused forms of communication.

Our work followed a triangulation approach [23], combining
a theoretical perspective on communication with the design
and long-term observation of a prototype and a controlled
experiment on the impact of a particular design decision. We
studied the case of Pêle-Mêle [15], a video communication
system designed according to a multiscale approach [33].
The long-term use of this system notably pointed out the im-
portance of providing gradual attention management mech-
anisms to support transitions between background and fore-
ground communications. We conducted a quantitative exper-
iment to evaluate the influence of peripheral update rate on
subjects’ attention in a dual-task situation. Overall, our re-
sults suggest that control over information pace and salience
can help users of communication systems adjust both their
local distraction and remote attractiveness.



This paper is organized as follows. After introducing some
related work, we present the design of the Pêle-Mêle sys-
tem. We then describe the longitudinal study of its use and
the quantitative experiment that we conducted and conclude
with a discussion that summarizes our findings.

RELATED WORK
Attention is defined by psychologist William James as “the
taking possession by the mind, in clear and vivid form, of one
out of what seem several simultaneously possible objects or
trains of thought” [20]. James further explains: “Focaliza-
tion, concentration, of consciousness are of its essence. It
implies withdrawal from some things in order to deal effec-
tively with others, and is a condition which has a real op-
posite in the confused, dazed, scatterbrained state which in
French is called distraction”. As we said, a key challenge of
modern communication system design is to create systems
that do not monopolize user attention but can fade into the
background and be promoted on demand to the foreground.

Communication systems designed to fade in the background
avoid explicit interaction with users to prevent distraction.
They instead resort to presets and automatic capture to de-
termine the information to be communicated, usually of con-
textual nature. As an example, users of instant messaging
applications often communicate about their mood, location
and activities by updating a status message [34]. These mes-
sages provide good indicators of people’s availability and
interruptibility at a low cost, which contributes to mutual
awareness and can lead to foreground communications. The
transmission of images, sounds and other automatically cap-
tured data can provide further awareness cues but at the cost
of introducing privacy concerns. Filtering techniques have
been proposed to help users mitigate these concerns by al-
tering the data to be transmitted [17, 40, 6] or by abstract-
ing it to communicate higher-level information through other
means [14, 13, 2].

Communicating in the background also imposes constraints
on information rendering. As reported by Pousman &
Stasko [31], numerous researchers have investigated ways
to create ambient information systems that “aim at present-
ing information in a way that is not distracting but aesthet-
ically pleasing and tangible to varying degrees”. Informa-
tion salience plays an important role in this context, defined
as “the distinct subjective perceptual quality which makes
some items in the world stand out from their neighbors and
immediately grab our attention” [19]. Lights, haptics, scent
and adapted everyday objects have been used to create low-
salience communication devices that blend into the user’s
environment [35, 7, 10].

The too low salience of a communication might lead users
to miss important information or opportunities for more fo-
cused interactions, compromising coordination mechanisms
and shared understanding. It has thus been suggested that
systems should support different degrees of salience [14] and
could increase the one of incoming messages that may de-
serve immediate attention [1]. Outside the specific domain
of computer-mediated communication, studies have also in-

vestigated how to design peripheral displays so that they pro-
vide the most information while having the least impact on
the user’s performance on a primary task [24, 25, 8]. These
studies particularly showed the ambivalent role of anima-
tions and the importance of physical characteristics of the
display such as its size, position and orientation.

As illustrated by the previous examples, there is a substan-
tial body of literature describing ambient communication de-
vices or ambient information systems that might be used for
communication. But creating systems that do not monopo-
lize user attention is only the first part of the aforementioned
challenge. These systems should also be capable of promot-
ing the communication on demand to the foreground. Un-
fortunately, those designed for background use can rarely be
used for focused communication, and conversely.

One of the most interesting aspect of early media space stud-
ies is that they promoted the idea of gradual and negotiated
engagement. As noted by Birnholtz et al., “paying atten-
tion to someone is itself a communicative act – an implicit
request for interaction” and “interest in interaction on the
part of the initiator is expressed by paying attention to his
or her target in progressively more intrusive ways” [4]. Yet,
relative little effort has been made to explore ways to actu-
ally support this gradual intrusion and the overall collabora-
tive process of contact negotiation [36]. Two recent notable
exceptions are Community Bar [26, 32] and OpenMessen-
ger [4, 5], which are probably the closest works to ours.

CASE STUDY: PÊLE-MÊLE
Pêle-Mêle is a multiparty video communication system that
supports smooth transitions between various degrees of en-
gagement, from synchronous focused interactions to periph-
eral and asynchronous communication. Before describing
the system itself and how it evolved from its original de-
sign [15], we will first introduce the more general approach
behind it, which originates from the accumulated experience
in the design of other video communication systems over the
past ten years [33].

A Multiscale Approach to Communication
Our design approach for Pêle-Mêle uses the degree of en-
gagement as a structuring concept, with the following def-
inition: “the extent to which users are open to others and
ready to expose themselves to them ”. The degree of engage-
ment can be seen as the proximity of a user’s communication
proxy to a remote person (Figure 1), or as the upper bound
for the user’s attention. It varies over time, depends on the
particular context and plays an important part in the choice
of communication means. A researcher composing an email
message and noticing his co-author just came on-line might
want to switch to the instant messaging application for more
engaged interactions, for example. After exchanging a few
lines of text, they might agree to switch to a phone conver-
sation. A few minutes later, they might want to start a col-
laborative editor.

Transitions between engagement degrees using existing com-
munication means often introduce potentially complex ar-
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Figure 1. Engagement as the proximity between a communication
proxy and a remote person.

ticulation work. In the previous example, although the two
authors are already connected through an instant messaging
application, there is a good chance one of them will have
to find or remember the other’s phone number and dial it
somehow. And starting the collaborative editor will proba-
bly require more complex work. Systems that combine dif-
ferent communication services can help to a certain extent,
but even in that case, the transitions might not be so easy.
When realizing you just missed a phone call, for example,
experience shows it’s usually better to wait before calling
back the person if you don’t want to talk to her answering
machine while she talks to yours. Although the reasons why
people switch from one service or system to another have
been discussed [27, 18], little work has been done on how to
improve these transitions.

We believe that more efforts should be made to develop new
communication systems that would support a variable de-
gree of engagement and smooth transitions between degrees.
Such a system would make it easy for users to reach the de-
gree of engagement most appropriate to their particular con-
text and to perceive other people’s engagement. We envision
three main ways in which a communication service could
support various degrees of engagement: by filtering infor-
mation, by adjusting its pace, and by facilitating transitions
and combinations with other services. In the case of video,
filters could alter the size of the images, hide or remove some
details but also enhance some others [22, 9], or add informa-
tion through temporal compositions [17, 16]. The frame rate
could also be adjusted and the video streams combined or
replaced with text or audio content.

A multiscale world is defined by Jul & Furnas as a world “in
which information can exist at multiple levels of detail” [21].
The degree of engagement as we see it corresponds to a level
of detail deemed appropriate for a particular communication
context. We therefore propose to use the term multiscale
communication system to designate a communication sys-
tem that supports a variable degree of engagement. Smooth
transitions between degrees of engagement correspond to
smooth variations of the level of detail. In Zoomable User
Interface terms [29], we might call them continuous zoom-
ing. As filtering information and combining or replacing it
with another service might change its meaning and not only
the level of detail, these operations can be considered as the
equivalent of a semantic zoom.

As with zoomable interfaces, a first challenge of the multi-
scale communication approach is to design appropriate inter-
action techniques to trigger and control the transitions from
one level of detail – i.e., one degree of engagement – to an-
other. As one of our goals is to reduce articulation work,
these techniques should be as direct and concise as possi-
ble. In this context, the camera used by a video communica-
tion system is a legitimate candidate for human-computer in-
teraction. Another challenge is to design presentation tech-
niques that make it easy to perceive other people’s engage-
ment. We will now describe how we addressed these chal-
lenges in the Pêle-Mêle system.

Initial Design of Pêle-Mêle, User Reactions and Redesign
Pêle-Mêle is a multiparty video communication system that
uses basic presence, face and motion detection to constantly
monitor the activity of its users and classify it according to a
three-level scale: away, available and engaged. The activity
observed on each site determines the nature of its on-screen
representation which can combine live and pre-recorded im-
ages. Shared among all instances on a strict WYSIWIS ba-
sis, the screen layout follows a focus-plus-context approach:
live images of people engaged in using the system are over-
laid in the middle of the screen while images of available
people and past activities are shown on the periphery.

Figure 2 illustrates the layout used by the first implementa-
tion of Pêle-Mêle, described in [15]. It shows the images of
two persons at the engaged level overlaid in the center of the
screen (1), someone available on the periphery (2) and im-
ages from past activities slowly drifting in perspective over
time toward the center of the screen (3).

1

2

3

3

Figure 2. Sketch of the original Pêle-Mêle layout.

This first version of the system applied different spatial and
temporal filters on the images depending on the activity level
detected. Images from engaged people were displayed as-is.
Images from available people were composed over time to
show recent activity and delayed to reduce the risk of un-
intended privacy exposure. The delayed transmission was
decoupled from the activity sensing, making it possible for
users to hide what they just did by moving outside the cam-
era’s field of view and triggering a transition to the away
level. Places at that level were represented by the last image
they sent degraded over time using an oil-paint filter. Clips
of past engaged activities were randomly played in the mid-



dle of the screen when none of the places was at that level.
Smooth animated transitions were used between these rep-
resentations to ease perception and understanding of state
changes.

Informal observations of a first series of Pêle-Mêle proto-
types showed that users quickly understood the workings of
the activity sensor, its impact on the display and how they
could adjust their level of engagement through simple move-
ments. Users said the animations helped them perceive the
changes in participants’ engagement, including their own.
Several complained about the sensitiveness of the activity
sensor and the random playbacks that made the animated
display quite unstable in some situations. The screen lay-
out was much criticized for its complexity, users having a
particular hard time understanding the drifting of images in
perspective over time. But even though frustrating at times,
interaction with the system was found generally pleasing and
effective. Users expressed a great interest in the potential
for asynchronous awareness offered by the recorded clips
and suggested adding a specific interface for browsing them.
They also suggested adding the possibility of establishing an
audio link when at the engaged level.

Preliminary user feedback led us to redesign the Pêle-Mêle
prototypes. We switched from Apple Mac mini computers
to iMacs that integrate the necessary hardware pieces – i.e.
a computer, a screen and a camera – and come with an in-
frared remote control. We left the random playback enabled
but reimplemented the activity sensor to make it less sensi-
tive and more robust. We smoothed image corners and used
sinusoidal paths for the perspective drift to reduce clutter.
We graduated the paths and added concentric ellipses to vi-
sualize the time scale (Figure 3).

Figure 3. Redesigned layout showing three sites.

To better support foreground communication, we added the
possibility of establishing an audio link through a Voice-
over-IP application or BlueTooth phone by pressing a button
on the remote at the engaged level. We also added an alter-
native view for browsing the clips of past activities. Called,
controlled and dismissed using the infrared remote, this view

shows a scrollable and zoomable timeline, each site being
mapped onto a different line (Figure 4). It automatically
plays any clip that intersects a vertical cursor in the mid-
dle of the screen. It also constantly shows the current image
of each site on the right side of its timeline, keeping users
aware of ongoing activities while they explore the past.

Figure 4. Timeline view showing three sites.

LEARNINGS FROM LONG-TERM USE
After the preliminary testing and redesign phase, we decided
to follow an exploratory approach and observe the use of the
system from a wide perspective. We conducted two long-
term studies, the first one focusing on group interactions and
the second on individual use of the system.

Methodology
Two Pêle-Mêle prototypes were installed to connect two of
our offices located on separate floors of the same building.
The first office, the studio, is shared by eight people and
gives access to three rooms (X, Y and Z on Figure 5) used by
six other people. The second office, the annex, is shared by
four people who left the studio right before our first study.

Figure 5. Configurations of the two offices used in both studies.



The first study lasted six months during which the audio link
feature remained disabled. The Pêle-Mêle in the studio was
positioned so as to face the access door and a coffee ma-
chine, a casual meeting space for the group and its visitors.
The Pêle-Mêle in the annex was placed facing a whiteboard
that three of the four occupants had to walk by to reach their
desk. Eighteen members of our group were thus more or
less directly involved in this study, with a core of six regular
users (three in each office). Their motivation was to reduce
the relative isolation of the people who just moved in the an-
nex and to coordinate activities such as lunches and working
meetings. The second study lasted three weeks and focused
on two particular members of our group, one in each office,
who were involved in the same project. We enabled the au-
dio link and introduced it to the participants this time, and
the two Pêle-Mêle were repositioned so as to capture their
workspace.

Participants’ comments and reactions were collected regu-
larly during the two studies. The six core participants of
the first one and the two of the second were interviewed at
the end, and about ten percent of the recorded clips were
reviewed (27286 clips were recorded for the first one and
1163 for the second). As we found the uses of Pêle-Mêle to
be quite similar in both studies, we will analyze and discuss
them together, pointing out the differences when needed.

Results
Pêle-Mêle has mainly been used for informal communica-
tion and the coordination of daily group activities. Partic-
ipants found it not only useful but playful, qualifying it as
“pleasant” and comparing it to a “hallway between the of-
fices” and a “little light that welcomes you in the morning”.
They typically employed the system in a sequence of articu-
lated uses. They would start by looking at the default view
for what happened in both offices while they were away.
They would then check who was around in the other office
and what they were doing, possibly switching to the timeline
for a more detailed view of the recent past. At that point,
they might show themselves and try to gain the attention of
the distant people. Finally, after establishing contact, they
would communicate with gestures, switch to another com-
munication system or use it in combination with Pêle-Mêle.

Our analysis of participants’ comments and interviews fo-
cused on the influence of the system’s multiscale design on
the ability for users to keep a communication in the back-
ground or to promote it to the foreground: was it easy for
them to control the information about them available to oth-
ers? Was the awareness of other people distracting to them?
Did they actually use the system to switch from background
to foreground communication?

Background communication – Participants appreciated the
ability to interact with the system at a distance and to com-
municate by simply being in front of the camera and keep-
ing an eye on the display: “they don’t have to make any
explicit action to keep me informed”, “the communication
takes place in the use of space”.

Privacy – An occupant of the studio complained at the be-
ginning of the first study that “privacy is already limited in
an open space, and this system takes from the little that’s
left”. This participant’s workspace was the closest to the
Pêle-Mêle and the only one in the studio in its field of view
(Figure 5, dashed representation). After a few days, he re-
solved the issue by slightly rotating the device to exclude his
desk from its view. No privacy issue was reported during
the second study, although the two cameras had been specif-
ically positioned to show the participants’ workspace. At
the end of the studies, all participants said they didn’t feel
“tracked” by the system. Several explained they didn’t see
the recorded images as a reliable way of knowing about each
others’ activities: “the fact that I can’t find someone in the
recorded clips doesn’t mean he is not there”.

Awareness – Participants maintained general awareness by
peeking at the real-time images coming from the remote site
from time to time: “when remote people are in front of the
system, I can see who is actually there and what they are
doing”. Participants also looked at the images of past ac-
tivity displayed in the default view, “little bits of past” as
they called them: “when I arrive in the morning, I always
check how many clips have been recorded”. They reported
using the timeline view when looking for precise informa-
tion about past activity: “I used the timeline view to check if
I was the first to arrive”. They also used the timeline view
in the background as a more precise display of past and on-
going activity.

Distraction – Animations were found distracting by three
participants at the beginning of the first study. Two of
them were able to see the Pêle-Mêle displays from their
workspace and reported they were frequently distracted by
the transitions and animations caused by the automatic play-
back of clips. Two other participants also switched the dis-
plays to the timeline view on several occasions because of
its low update rate at the default time scale. The automatic
playback was consequently disabled on the third week of the
first study. One of the users commented: “after this change,
I was able to ignore the display so well that I even started
missing interesting interaction opportunities”. Although the
displays had been explicitly positioned toward them, partic-
ipants of the second study didn’t report any distraction prob-
lem. One of them even said: “I sometimes look at it for
distraction when I don’t want to concentrate”.

Transitions – The animated transitions implicitly triggered
by participants’ activities often drew the attention of remote
people who considered them as opportunities for shared in-
teractions: “when things move on the screen, I turn my at-
tention to it and if I see an animated discussion, I sometimes
decide to join in”. Participants used simple gestures such
as waving hands to explicitly gain remote people’s attention
and avoided making such gestures inadvertently: “I avoid
stretching in front of the camera to not draw attention for
nothing”. They expressed concerns about the remote con-
text in which they appeared: “when I wave at the device, I
know my image is remotely displayed full-screen, but I have
no idea if someone is actually seeing me”. Some said they



considered Pêle-Mêle as a subtle way of gaining remote at-
tention: “I used the system to try contacting the remote col-
leagues without disturbing them”. Others complained it was
sometimes hard to draw attention solely with images. They
explained they resorted to using the phone or instant messag-
ing in those cases and suggested adding remote auditory no-
tification capabilities. Yet, participants of the second study
almost never used the audio link feature.

Discussion
When designing Pêle-Mêle, we assumed that providing
users with images of ongoing and past activities would help
them keep in touch with distant people. Observations and
interviews suggest these two kinds of images were indeed
useful in supporting the remote awareness of each other’s
presence and activities, which confirms the results of previ-
ous media space studies. The system augmented the space
in which it was placed by creating bridges over distance
and time, and activity sensing proved to be quite efficient
to make these communication services almost “invisible in
use” and integrate them in daily routine [37].

We anticipated that the temporal and spatial filters as well
as the different image sizes and positions associated to the
activity levels would help mitigate privacy concerns. Al-
though there was an issue about the position and orientation
of one of the devices, privacy didn’t really came out as a
major problem overall. But it is hard to tell whether it was
because of the mechanisms we implemented, or because of
the specific context of our studies. One might argue that the
situation would have been different if we had connected sev-
eral individual people instead of two groups and then just
two people. An interesting point is the fact that the unrelia-
bility of the activity sensor contributed to the users’ feeling
that the system was no threat to their privacy.

The different representations associated to the activity lev-
els and the animated transitions between them proved to be
a useful mechanism for drawing people’s attention. Partic-
ipants saw value in it when triggered implicitly by distant
people, and also took explicitly advantage of it. They got
used to adjust their movements and gestures to be seen or ig-
nored by the Pêle-Mêle and remote people through it. They
expressed concerns about how the remote people perceived
their actions, about the distraction they might cause. Al-
though they often wanted to minimize it, there were also
cases where they wanted to insist on getting attention and
video only wasn’t enough. This clearly illustrates to us
the importance of providing gradual attention management
mechanisms to support transitions between background and
foreground communications. It also shows that distraction
can be considered as a positive factor in certain contexts.

Participants’ comments show their ambivalent feelings about
their own distraction. Although they usually want to mini-
mize it – again, they also look for some from time to time.
Letting users choose between different representations and
layouts seems a good way to let them adjust their tolerance
to distraction depending on their particular context. Partic-
ipants’ rejection of the automatic playback of clips can be

seen as a desire for this control. The images and clips of the
past helped users catch up with events they had missed at
their own pace, by glancing at the default view or interact-
ing with the timeline. These two views support synchronous
and asynchronous communication and differ mainly in the
distraction they might cause and the more or less explicit
nature of the interactions they support. The fact that partici-
pants used and appreciated both can be seen as an indication
that a gradual engagement approach can also be beneficial to
human-computer interaction.

Pêle-Mêle was designed to provide several new communi-
cation services in a single device in order to support various
levels of engagement. But as Pagani & Mackay [28], we be-
lieve it is important for these new services to be integrated
as smoothly as possible with the existing communication en-
vironment. The fact that the external audio link available at
the engaged level was almost never used during the second
study might seem disappointing in this respect. The rea-
son for this is probably that since the two offices were in
the same building, the two participants preferred meeting in
person rather than using a Voice-over-IP application or their
mobile phone. Yet, from a multiscale communication per-
spective, this can be considered as a success rather than a
failure since these meetings partly resulted from the casual
awareness supported by Pêle-Mêle.

EXPERIMENT
The suggestion from Pêle-Mêle users to cause remote dis-
traction to draw a distant person’s attention got us interested
in ways to evaluate the attentional cost of peripheral com-
munication displays. To our knowledge, the attention re-
quired to peripherically monitor snapshots of a distant per-
son has never been studied following an experimental ap-
proach. What is the cost of maintaining this awareness?
We conducted an experiment to test if the pace of informa-
tion exchange influences the attentional cost and thus the ex-
pected engagement.

Research Questions
Our goal when designing this experiment was to test the ef-
fect of update pace on the attentional cost of a peripheral
task. As this cost can not be measured directly, we designed
a dual-task experiment that evaluates it indirectly. In this
type of experiment, participants share their limited attention
between a main (or central) task and a peripheral one. The
central task performance degradation was used as a measure
of the attentional cost variation in the peripheral and ade-
quately performed task.

The purpose of the experiment is to determine the effect of
snapshots update pace variation while monitoring the pres-
ence of a distant person on multitasking performance, by
comparing two update pace conditions. The experiment tries
to answer to the following questions:

• Does peripheral monitoring have an impact on a centrally
performed task?

• Does peripheral update rate variation have an effect on
central and peripheral task performance?



Task
The central task and the peripheral one appeared on two sep-
arate screens. Inspired by the one used by Maglio & Camp-
bell in a similar experiment [24], our central task is a text
correcting exercise that involves mainly linguistic capabili-
ties associated with decision making. To make the cognitive
load adjustable, we introduced a time limit per sentence. By
limiting the time available to read and decide, we turned the
task into a “race against the clock” similar to the Tetris game
used by Bartram et al. [3].

The image in the middle of Figure 6 shows the text correct-
ing display. The sentence to correct is shown highlighted.
At the top of the screen, one can see a progress bar present-
ing the time left to answer. At the bottom, two “correct” and
“incorrect” buttons can be clicked with the mouse to provide
the answer. For each text correction trail of the experiment
(i.e., each sentence), participants either clicked one of the
buttons or didn’t click any in time.

Concerning the peripheral task, we decided to simulate the
peripheral awareness of distant friends or colleagues through
an image-based communication system. We chose a moni-
toring task rather than awareness, so that the peripheral task
would be sufficiently demanding and thus produce a dual
task performance trade-off. We also made this task more
difficult in two ways: the priority of the peripheral task over
text correction was emphasized, and the remote person’s
presence changes as well as participants’ recalls were very
frequent, i.e. every 4 to 12 seconds.

The left image of Figure 6 shows a sample snapshot that was
used for the monitoring task. As one can see on the right
image of the same Figure, this task was displayed on a pe-
ripheral screen. A still picture showing a desk and either a
person or an empty chair was displayed for a random du-
ration. Four seconds fade-in transitions were used between
pictures. During the dual tasks, participants were randomly
interrupted and both displays suspended. Participant were
then prompted to recall the presence state of the remote per-
son by pressing the Return or Backspace key on a key-
board.

Design
The experiment was constructed as a one factor within sub-
ject design with a slow update pace condition, a fast update

pace condition and a single task condition. Update pace was
between 5 to 8 seconds in the fast condition, and between
17 and 21 seconds in the slow one. Participants performed
the single task condition as a control condition for the two
dual task conditions. The single task consisted in correcting
a text document on a central screen with no peripheral task,
while the dual tasks included monitoring the presence of a
remote colleague through snapshots displayed on a periph-
eral screen.

Performance on both tasks were compared across the update
rate conditions. Each participant performed both dual task
conditions and the single task condition. The presentation
order of conditions was balanced across two groups of par-
ticipants (Figure 7). Dual task trials were grouped in two
blocks of 75 trials each, one for the fast condition and an-
other for the slow one. The single task condition was divided
into three short blocks of 25 trials: before, between and after
each dual task condition block presentation.

Figure 7. Order of presentation of dual task condition blocks were
counterbalanced in two groups A and B. Single task blocks are inter-
leaved with slow and fast blocks.

Two dependent measures were collected for each partici-
pant: text correction answers and state monitoring success.
Text correcting performance was measured as a nominal
variable. For each text correction trail (i.e., each sentence),
participant input was classified into three categories: correct,
incorrect or missed.

In the dual task conditions, tasks and displays were ran-
domly and frequently interrupted to measure monitoring per-
formance. To avoid introducing a bias, the single task con-
dition execution was also randomly suspended, but partici-
pants simply had to press a key to resume it.

The experiment procedure included several phases: training,
calibration, test and a post-test questionnaire. The task was
orally briefly described, and written detailed instructions
were displayed. These instructions emphasized the priority
of monitoring the distant colleague over the text correction
task. Participants then performed the three conditions during

Figure 6. Experiment tasks and apparatus.



a training phase of 10 minutes. During this training, a visual
feedback was displayed helping the participants learn the er-
ror types. After the training, as text correction speed differs
among participants, a speed calibration test of 15 minutes
was performed. During this test, we variated the time per
sentence to determine the appropriate speed for each partic-
ipant to correctly perform the text correction.

After calibration, the time limit was introduced and the test
started. The participants performed the single task and dual
task blocks. After completing all blocks, participants an-
swered a post-test questionnaire in two parts: participants
had first to estimate their linguistic and visual abilities, and
then to describe their subjective perception of the differences
between the conditions and the strategies they employed in
multitasking.

Apparatus and Participants
The text used for the correcting task consisted in french ar-
ticles with similar readability levels (Kandel & Moles mea-
sure ranging from 48 to 52) taken from a popular newspaper.
The presentation order of these articles was counterbalanced
between participants. Errors of two types were created by
hand. Errors were either based on word inversions leading
to a syntax error, or gender or number agreement errors. For
each participant, zero, one or two errors per sentence were
randomly introduced in the text.

A distance of 20 cm separated the screens, two 1280x1024
LCD monitors (17” for the central and 15” for the periph-
eral, shown on the right image of Figure 6). The software
was implemented in Java 1.4 on a 3,4 GHz Pentium 4 com-
puter running Microsoft Windows XP Pro. Snapshots reso-
lution was 512x384 pixels, scaled down from pictures taken
at a resolution of 2560x1920 pixels. The text to correct was
displayed in 14 point Times New Roman sans serif font.

Twelve adult native french speakers were recruited for the
experiment, ten males and two females aged from 22 to 30
(26 on average). All had normal or correct-to-normal vision
acuity and perimetry (more than 175◦), six of them wearing
lenses or glasses.

Results
We first present the effect of monitoring and update rate on
the central text correcting task, then on peripheral monitor-
ing. We compared the three conditions (i.e. single, slow,
fast) for text correcting performance difference using the
chi-square test. Correcting performance was measured as a
nominal variable for each text trial. Test result shows a sig-
nificative difference in the frequency of each response, i.e.
success, fail and miss, between the three conditions (chi-
square=30,211, p< .0001*, Figure 8). This suggests that
multitasking and update rate increase lead to more misses,
while correct or incorrect trial proportions were less af-
fected. In other words, multitasking and update rate influ-
ence the correction time more than its quality.

The peripheral task execution and its update rate influence
the central task performance. The three conditions were

Figure 8. Text correction performance across the three conditions.

compared two by two (Table 1). Additionally, dual task
conditions’ trials were grouped and compared with single
task condition. Significative differences were found between
each pair. Difference between single and dual task condi-
tions indicate that multitasking has an effect on central task
performance. Difference between slow and fast conditions
indicate a significative effect of update rate on central task
performance.

Compared conditions Chi-Square p<
Single vs. Dual 19,231 .0001*
Fast vs. Slow 9,817 .0074*
Single vs. Fast 25,880 .0001*
Single vs. Slow 8,246 .0162*

Table 1. Two by two comparison of the correcting performance across
all conditions using chi-square test.

Update rate has also an effect on peripheral monitoring per-
formance. For the peripheral task, all the participants had to
surpass a minimum criterion of monitoring competency to
be included in the analysis (more than 90% of success). In
the fast condition, participant success rate was at an average
of 92,78%, while in the slow one, this rate rose to 96,85%.
To compare the update rate conditions, the chi-square test
was performed on monitoring success. Test result indicates
a significative difference in the frequency of success in mon-
itoring trials between slow and fast update rate condition
(chi-square=22,02 , p< .0001*).

The post-test questionnaire indicated that participants per-
ceived the negative impact of the multitasking on central task
performance, but only five among them perceived the effect
of the update rate. This questionnaire indicated also that the
participants’ strategy was to glance at the peripheral display
when they had some free time. Participants reported also
that they continued to learn multitasking and each task, even
after the training.

Discussion
Several factors can modulate the effect of multitasking and
peripheral update pace. The first factor is the cognitive
resources: for instance, the peripheral task described by



Maglio & Campbell [24] was a ticker memorization task
and its performance was not affected by the dual task situa-
tion. In our experiment, the snapshot monitoring task per-
formance was actually affected by the update rate factor.
The second factor is learning: in the questionnaire, partic-
ipants reported learning multitasking during the experiment
and that is confirmed by our quantitative results. Partici-
pants learn to multitask more efficiently, and timesharing
skills may improve with practice reducing the interference
between the peripheral and the central task.

The update pace influences the performance of the central
task and thus the attentional cost of the peripheral monitor-
ing task. In our experiment, the peripheral task priority was
emphasized. The central task performance drop we mea-
sured is then caused by motivated and successful monitor-
ing. As we used the central task performance degradation as
a measure of the cost of adequately performing the periph-
eral task, following the dual-task paradigm interpretation,
we argue that this drop is representative of the difference of
attention cost in peripheral monitoring. The update rate of
the display thus influences the attention required to perform
the peripheral task.

The effect of update pace on attention is not limited to pe-
ripheral monitoring and can be generalized to awareness.
Plaue & Stasko explain that motivation makes the difference
between an awareness and a monitoring task [30]. In that
sense, our peripheral task was a monitoring task. But ac-
cording to McCrickard & al. [25], an awareness question
consists in asking the participant to recall the information
that had been displayed, as in our task. We argue that in
both awareness and monitoring situations the effort to main-
tain peripheral attention is influenced by the update rate of
the display. But in the case of awareness, no noticeable cen-
tral performance loss would probably be found.

Performing a peripheral task does not always produce a cen-
tral performance drop. Our post-test questionnaire indicated
that motivated participants tried to schedule their glances to
minimize central task performance loss. In the real world,
when attention required by the tasks is low, users can be
aware of peripheral devices without any loss of performance
in a central task. When the cognitive load is high, this abil-
ity disappears, and peripheral monitoring impacts on central
task performance. Weiser & Brown said that empowering
our periphery will allow us to be effortlessly connected to
a myriad of information sources [38]. Our results suggest
that awareness can be effortless only under the condition that
the central and peripheral tasks do not take all the available
attentional resources.

SUMMARY
This paper reported on the design and evaluation of Pêle-
Mêle, a multiscale communication system. We introduced
the multiscale approach, summarized the iterative design
of the system and describe a longitudinal study as well
as a quantitative experiment that were conducted to eval-
uate some of its aspects. The study illustrated the impor-
tance of providing gradual attention management mecha-

nisms to support transitions between background and fore-
ground communications. The experiment showed that the
update rate of a snapshot-based awareness display influences
users’ attention.

While Romero et al. suggest that future designs should
strive for a better balance between distraction, awareness,
and screen resources [32], we suggest that users should be
given the opportunity to negotiate this balance together. De-
liberately raising the cognitive cost of a communication can
be interpreted as an increased interest in it. By varying the
update rate and salience of a communication, a user might
hope gaining remote people’s attention more easily and in-
citing them to engage a little further. As pointed out by
Tang [36], current communication systems leave very lit-
tle room for this kind of negotiation. Our work suggests
that these systems should allow the initiator to decide how
important and salient a communication is, and not only the
recipient.

Pousman & Stasko recently suggested that designers may
start building systems supporting a range of notification lev-
els and not just one [31]. Pêle-Mêle is certainly an example
of such a system. We plan to further explore this design
space by refining the current prototypes and creating new
ones.
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