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Abstract—Today’s complex systems increasingly require safety and robustness w.r.t faults occurrences, and diagnosability is a key property to ensure this at design stage. Intuitively, a system is diagnosable if its only observable part allows one to determine without ambiguity the occurrence of its failures. In the recent years diagnosability has been extensively studied, especially in the finite state machine (FSM) based models. Among the developed approaches in this domain the twin plant method has been proven to be efficient in verifying diagnosability. However, little work has been done in other discrete event systems such as Petri nets (PNs). PNs and their techniques have been proven to overcome some limitations of FSM, especially the state space explosion problem. One promising technique is the PN unfolding, which has been successfully applied to model checking. It offers a compact representation of the state space because runs are represented by means of partial orders rather than sequences. Therefore, we demonstrate in this paper how PN unfoldings can be applied to verify diagnosability by adapting the twin plant method.

I. INTRODUCTION

Diagnosability is an important property that determines the ability of a system to detect faults occurrences given only observable sequences (the system has observable events and unobservable events including faults). If a system is diagnosable the diagnosis will find an accurate explanation for any possible set of observations from the system, otherwise the diagnosis will give an ambiguous and useless explanation.

The seminal work in [17] has introduced a formal language framework for diagnosis and analysis of diagnosability properties of discrete event systems (DES) represented by finite automata. The proposed method for diagnosability verification is based on the construction of a diagnoser: an automaton with only observable events which allows one to estimate states of the system after observation of sequences. Other methods with polynomial complexity (the previous one is exponential in the number of states) have been proposed and are based on the twin plant method [9], [19]. The basic idea is to build a verifier from a diagnoser by constructing the synchronous product of the diagnoser with itself on observable events. The verifier compares every pair of paths in the system that have the same observable behaviour. Adaptations of these methods have been also proposed to deal with the distributed case [15], [18], where the modularity of the system is used to compute local twin plants and to verify the diagnosability of the system by gradually combining local twin plants (in the worst case building the global twin plant).

Naturally, the state-based twin plant method suffers from the state space explosion problem. To alleviate this problem Petri net (PN) unfolding techniques appear promising. A finite and complete prefix of a PN unfolding gives a compact representation of all behaviours and reachable markings of this PN in a partial order. Executions are considered as partial ordered set of events rather than sequences, which results in memory savings. Since introducing the unfolding prefixes in [14] they have been improved [5], [12], extended and applied to various practical applications such as distributed diagnosis [6], model checking (see e.g.[10]), synthesis of asynchronous circuits [11] or planning problems [1]. Also the problem of diagnosability has been studied in this context from a purely theoretical point of view: [8] proposes a definition of diagnosability based on observable partial orders and, opposed to such quantitative criteria, a qualitative notion specific to partial orders has been introduced in [7]. However, the main difference between their definition and that proposed in this paper lies on the granularity level of observations. The one proposed in [8] stays at the partial order level, i.e. any execution of a partial order corresponds to the same observation, whereas in this work the different executions of a partial order correspond to different observations.

The objective of this paper is to use PN unfolding prefixes to verify diagnosability by adapting the twin plant method [19]; with the long term objective to develop an approach to verify diagnosability in a distributed way in the framework of modular complete prefixes [13]. The system is modelled as a labelled Petri net, where transitions are labelled with observable and unobservable events. The diagnosability property is tested using a finite and complete prefix of a verifier. The verifier is obtained by the synchronous product of a diagnoser (the system enriched with information about the occurrence of faults). A necessary and sufficient condition for diagnosability is given. In addition, two algorithms are given to test diagnosability; one performs an exhaustive search and reports in the case the system is not diagnosable all ambiguous explanations, and the other is designed to stop at the first ambiguous explanation if it exists and simply report the “binary” result, i.e. if the system is diagnosable or not. Moreover, two improvements applicable for both algorithms are presented, which exploit the symmetry and “interesting” behaviour of the verifier to reduce its size.

The paper is organised as follows. The second section recalls basic theoretical background concerning PNs, their unfoldings and the derivation of finite and complete prefixes. The third section describes the used model and introduces the twin plant method applied to PN unfolding prefixes. The fourth section presents the algorithms used to verify diagnosability and some improvements. The last section draws conclusions.
and presents future perspectives.

II. PETRI NETS AND THEIR UNFOLDINGS

This section presents basic definitions concerning Petri nets and their unfoldings mainly adapted from [5], [10], [12].

A. Petri nets

A Petri net is a quadruple $N = (P, T, \rightarrow, M^{0})$ such that $P$ and $T$ are disjoint sets of places and transitions, respectively, $\rightarrow \subseteq (P \times T) \cup (T \times P)$ is a flow relation, and $M^{0}$ is the initial marking, where a marking is a function $P \to \mathbb{N} = \{0, 1, 2, \ldots\}$ which assigns a number of tokens to each place. A Petri net can be considered as a bipartite graph with directed edges between places and transitions. For a node $x \in P \cup T$, its pre-set $\bullet x$ is defined by $\bullet x = \{ y \mid (y, x) \in \rightarrow \}$ and its post-set $x^\bullet$ is defined by $x^\bullet = \{ y \mid (x, y) \in \rightarrow \}$. A transition $t$ is enabled at a marking $M$ if $\forall p \in \bullet t : M(p) \geq 0$, which is denoted by $M[\{t\}]$. An enabled transition can fire yielding a new marking $M' = M - \bullet t + x^\bullet$, which is denoted by $M[\{t\}]M'$. A transitions sequence $\sigma = t_{1}, ..., t_{k} \in T$ is a firing sequence from $M_{1}$ to $M_{k+1}$, denoted by $M_{1}[\sigma]M_{k+1}$ or $M_{1}[\sigma]$ if a set of markings $M_{2}, ..., M_{k+1}$ exist such that $M_{1}[\{t_{i}\}]M_{i+1}, 1 \leq i \leq k$. A net $N$ is safe if for every reachable marking $M$ and every place $p \in P$, $M(p) \subseteq \{0, 1\}$. A safe $N$ has a finite number of reachable markings. An example of a safe Petri net with the initial marking $M^{0} = \{p_{1}, p_{2}\}$ is illustrated in Figure 1(a).

Two nodes of a net $N$, $y$ and $y'$, are in structural conflict, denoted by $y \parallel y'$, if there exist distinct transitions $t, t' \in T$ such that $t^\bullet \cap t'^\bullet = \emptyset$, and $(t, y)$ and $(t', y')$ are in the reflexive transitive closure of the flow relation $\rightarrow$, denoted by $\preceq$.

B. Occurrence nets

An occurrence net is a net $ON = (C, E, \rightarrow, C^{0})$, where $C$ is a set of conditions (places), $E$ is the set of events (transitions) and $C^{0} = \{c \in C : c^\bullet = \emptyset \}$ is the set of initial conditions satisfying the following: for every $c \in C$, $|c^\bullet| \leq 1$; for every $y \in C \cup E$, $-(y\#y)$ and there are finitely many $y'$ such that $y' \prec y$, where $\prec$ denotes the causal relation, the transitive irreflexive closure of $\rightarrow$. Two nodes are concurrent, denoted $y \parallel y'$, if neither $y \# y'$ nor $y \preceq y'$ nor $y' \preceq y$.

Branching processes: A branching process (BP) of a net system $N$ is a pair $\beta = (ON, h)$, where morphism $h : ON \rightarrow N$ is a total function on $ON$, also called a folding of $ON$ into $N$. This folding can be seen as a labelling function on events and conditions of $ON$, by which configurations of $ON$ represent runs of $N$. It is further required that $\beta$ satisfies a parsimony condition: for all $e_{1}, e_{2} \in E$, if $e_{1} = e_{2}$ and $h(e_{1}) = h(e_{2})$ then $e_{1} = e_{2}$. To define finite complete prefixes, it will be useful to consider a (virtual) initial event $\bot$ in $\beta$, which has an empty preset, $C^{0}$ as post-set and no label (i.e. no image by $h$). An example of a Petri net and one of its branching processes is shown in Figure 1, where the morphism $h$ is indicated by the labels of the nodes.

A branching process $\beta' = (ON', h')$ of $N$ is a prefix of a branching process $\beta$, denoted by $\beta' \subseteq \beta$, if $ON'$ is a causally closed sub-net of $ON$ containing all initial conditions and such that: $\forall e \in E, e \in ON'$ implies $e' \in ON'$ and $h'$ is the restriction of $h$ to $C' \cup E'$. For each net system $N$ there exists a unique (up to isomorphism) maximal (w.r.t $\sqsubseteq$) branching process denoted by $Unf(N)$, or for short $Unf_{N}$, called the unfolding of $N$.

Configurations and cuts: A configuration of a branching process $\beta$ is a finite set of events $\kappa \subseteq E$ such that for all $e, e' \in \kappa, -(e\#e')$ and, for every $e \in \kappa, e' \prec e$ implies $e' \in \kappa$; in addition it is required that $\bot \in \kappa$. For every event $e \in E$, the configuration $[e] = \{ e' \prec e \}$ is called the basic configuration of $e$, and $[e] = \{ e \} \cup \{ \} \{ e \}$ denotes the set of causal predecessors. Moreover, for a set of events $E'$ we denote by $\kappa \cap E'$ the fact that $\kappa \cup E'$ is a configuration and $\kappa \cap E' = \emptyset$. Such an $E'$ is a suffix of $\kappa$, and $\kappa \cap E'$ is an extension of $\kappa$. The set of all finite (resp. basic) configurations of a branching process $\beta$ is denoted by $\kappa^{\beta}_{fin}$ (resp. $\kappa^{\beta}_{bas}$), and the superscript $\beta$ is dropped when $\beta = Unf_{N}$.

A co-set is a set of conditions $C'$ such that for all distinct $c, c' \in C'$, $c \parallel c'$, and a cut is a maximal co-set for the set inclusion. Let $\kappa$ be a configuration then $Cut(\kappa) = \{ C^{0} \cup \kappa^\bullet \}$ \* $\kappa$ is a cut; furthermore, the set of places $h(Cut(\kappa))$ is a reachable marking of $N$, which is denoted by $Mark(\kappa)$. A marking $M$ of $N$ is represented in $\beta$ if there is a configuration $\kappa$ of $\beta$ such that $M = Mark(\kappa)$. Every marking represented in $\beta$ is reached in $N$, and every reachable marking of $N$ is represented in $Unf_{N}$. For a branching process $\beta$ of $N$ a possible extension is a pair $(t, B)$, where $B$ is a co-set in $\beta$ and $t$ is a transition of $N$ such that $h(B) = \bullet t$ and $\beta$ contains no $t$-labelled event with preset $B$.

For example, in Figure 1(b) the basic configuration $[e_{4}] = \{ e_{2}, e_{4} \}$ with the cut $Cut([e_{4}]) = \{ e_{5}, e_{7} \}$ and the corresponding marking $Mark([e_{4}]) = \{ p_{5}, p_{8} \}$. A possible extension of this configuration is $(t_{5}, \{ p_{5} \})$ or $(t_{8}, \{ p_{8} \})$. Note that neither

1 also called local configuration in literature.
\{e_1, e_2\} nor \{e_3, e_6\} are configurations since the former includes events in conflicts \(e_1 \# e_2\), and the latter does not include \(e_1\) since \(e_1 < e_6\).

C. Finite and complete prefixes

Although unfoldings are infinite whenever the original net has infinite runs they can be truncated in such a way that the resulting finite prefix contains enough information to decide a certain behavioural property. If this is satisfied a prefix is said to be complete for that property. There exist different methods to truncate unfoldings depending which kind of information should be preserved of the unfolding in the prefix and other aspects related to the construction of the prefix.

**Definition 1**: A cutting context for \(\text{Unf}_N\) is a triple \(\Theta = (\approx, \prec, \kappa_e)\), where:

1. \(\approx\) is an equivalence relation on \(\kappa_{\text{fin}}\).
2. \(\prec\), called an adequate order, is a strict well-founded partial order on \(\kappa_{\text{fin}}\) refining \(\subseteq\), i.e. \(\kappa' \prec \kappa''\) implies \(\kappa' \subseteq \kappa''\).
3. \(\approx\) and \(\prec\) are preserved by finite extensions, i.e. for every pair of configurations \(\kappa' \approx \kappa''\) and for every suffix \(\epsilon\) of \(\kappa'\), there exists a finite suffix \(\epsilon''\) of \(\kappa''\) such that:
   a) \(\kappa'' \oplus \epsilon'' \approx \kappa' \oplus \epsilon'\), and
   b) if \(\kappa'' \prec \kappa'\) then \(\kappa'' \oplus \epsilon'' \prec \kappa' \oplus \epsilon'\).
4. \(\{\kappa_e\}e \in E\) is a family of subsets of \(\kappa_{\text{fin}}\).

The first parameter determines the information intended to be preserved in the complete prefix, and the second parameter specifies which configurations are preserved in the complete prefix; the last parameter \(\kappa_e\) is needed to specify the set of configurations used to decide whether an event can be designed as a cut-off event (in practice, \(\kappa_e\) only contains basic configurations for efficiency reasons). There exist several equivalence relations and adequate orders (e.g. see [10]). The cutting context \(\Theta_{\text{ERV}} = (\approx_m, \prec_{\text{tot}}, \kappa_e = \kappa_{\text{bas}})\) corresponds to the framework in [5], where \(\approx_m\) is the equivalence relation on reachable markings of \(N\), i.e. \(\kappa' \approx_m \kappa''\) iff \(\text{Mark}(\kappa') = \text{Mark}(\kappa'')\), and \(\prec_{\text{tot}}\) is a total adequate order.

**Definition 2**: The set of feasible events, denoted by \(\text{fsble}^\Theta\), and the set of static cut-off events, denoted by \(\text{Ecut}^\Theta\), are two sets of events of \(\text{Unf}_N\) defined inductively, in the following way:

1. An event \(e\) is a feasible event if \(\langle e \rangle \cap \text{Ecut}^\Theta = \emptyset\).
2. An event \(e\) is a static cut-off event if it is feasible, and if there is a (so called corresponding) configuration \(\kappa \in \kappa_e\) such that \(\kappa \subseteq \text{fsble}^\Theta \setminus \text{Ecut}^\Theta\), \(\kappa \approx [e]\), and \(\kappa \prec [e]\). (An event \(e'\) is referred as corresponding event if \(\kappa = [e']\).)

The branching process \(\text{Pre}_N^\Theta\) induced by the set of events \(\text{fsble}^\Theta\) is called the canonical prefix of \(\text{Unf}_N\).

Note that \(\text{Pre}_N^\Theta\) is uniquely determined by the cutting context \(\Theta\). Several fundamental properties of \(\text{Pre}_N^\Theta\) have been proven in [12]. In particular, \(\text{Pre}_N^\Theta\) is always complete w.r.t. \(\text{Ecut}^\Theta\), and it is finite if \(\approx\) has finitely many equivalence classes and \(\kappa_e \preceq \kappa_{\text{bas}}\). The prefix induced by the events \(e_1 - e_9\) in Figure 1(b) is a canonical prefix \(\text{Pre}_N^{\Theta_{\text{ERV}}}\) with the set of cut-off events \(\text{Ecut}^{\Theta_{\text{ERV}}} = \{e_7, e_8, e_9\}\).

III. Diagnosability

The system is modelled as a labelled Petri net, where transitions are labelled with observable and unobservable events. The twin plant method [9] is applied to the framework of Petri net unfoldings. This involves to build a finite and complete prefix of a verifier, where the diagnosability property is tested. The verifier is obtained by the synchronous product of a diagnoser (the system enriched with information about the occurrence of faults). A necessary and sufficient condition for diagnosability is given.

A. System model

The system is modelled with a safe labelled Petri net

\[ N = (N, O, U, \ell), \]

which is a Petri net \(N\) extended with sets of observable and unobservable transition labels \(O\) and \(U\), respectively, and a labelling function \(\ell : T \to O \cup U\) on transitions. The observable transitions correspond to controller commands, sensor readings and their changes, and in contrast, unobservable transitions correspond to some internal events that cause changes in the system not recorded by sensors. The set of fault transition labels \(F \subseteq O \cup U\) and it is assumed that \(F \subseteq U\) since it is trivial to diagnose fault transitions that are observable. Moreover, \(F = F_1 \cup \ldots \cup F_n\) is partitioned into disjoint sets, where \(F_i\) denotes the set of fault transitions corresponding to a fault type \(i\) such that \(1 \leq i \leq n\) and \(n\) is the number of fault types. This allows one to handle subsets of faults if it is not necessary to detect uniquely every fault transition. An example of a system is illustrated in Figure 2(a) with highlighted set of observable transitions labelled with \(O = \{a, b, c\}\), and the set of unobservable transitions labelled with \(U = \{u_1, f_1, f_2\}\) including \(F = F_1 \cup F_2\), where \(F_1 = \{f_1\}\) and \(F_2 = \{f_2\}\).

The labelled Petri net \(N\) inherits the operational semantics of the underlying net \(N\). One has \(M(\ell(t))'\) if \(M(t)'\). Moreover, a firing sequence \(\sigma \in O \cup U\) is called a trace of \(N\) if \(M(\sigma)\). The language of a labelled Petri net \(N\) is the set of all traces of \(N\) and is denoted by \(L(N)\).

The set of markings reachable from \(M^0\) can be represented as a reachability graph, an edge-labelled directed graph on reachable markings with \(M^0\) as root and edges from \(M^0\) to \(M^t\) labelled \(\ell(t)\) if \(M(t)'\) with \(L(N)\). It can be regarded as a finite automaton (where all states are accepting) with the language \(L(N)\). It is assumed that \(L(N)\) is live. We denote by \(|\sigma|\) the length of a trace \(\sigma\), by \(\text{Obs}(\sigma)\) the observable trace produced by any trace \(\sigma\) of \(L(N)\), and by \(\text{Obs}^{-1}(\sigma)\) the set of sequences of \(L(N)\) sharing with \(\sigma\) the same observable traces.

**Definition 3**: Let \(f_i\) stand for any fault in \(F_i\). Let \(\sigma_f\), be a trace ending with a transition labelled \(f_i\), i.e. \(M^0(\sigma_f)'\) \(M^t\) for some reachable marking \(M\), and let \(\sigma_{f_i}'\) be any continuation trace of \(\sigma_f\), i.e. \(M(\sigma_{f_i}')'\) \(M^t\) for some other reachable marking \(M^t\). The fault \(f_i\) is diagnosable iff:

\[ (\exists n \in \mathbb{N}) (\forall \sigma_f, \sigma_{f_i}' \mid |\sigma_{f_i}'| \geq n \Rightarrow D), \]

where \(D\) is: \(\forall \omega \in \text{Obs}^{-1}(\sigma_f, \sigma_{f_i}') \Rightarrow f_i \in \omega\).
This diagnosability definition is based on the one introduced in [17].

B. Diagnoser

In the diagnoser\(^2\) only observable transition are visible and unobservable transitions can be seen as silent transitions. Thus, in order to keep track of the occurrences of fault types an additional piece of information is needed. Let \(\nu : F \rightarrow \{0, 1\}\) be a fault label function then to each marking \(M\) of \(\mathcal{N}\) is associated a fault label as follows:

- \(\nu^0 = (0, ..., 0)\), where \(\nu^0\) is the fault label of \(M^0\)
- \(M \left[ \ell(t) \right] M^{i+1} \Rightarrow \nu^{j+1} = \begin{cases} 1 & \text{if } \nu_j = 1 \lor \ell(t) \in F_j, \\ 0 & \text{otherwise} \end{cases}\)

1 \(\leq j \leq n\)

Hence, a diagnoser state of \(\mathcal{N}\) is a pair \((M, \nu)\), where \(M\) is a marking of \(\mathcal{N}\) and \(\nu\) is the fault label associated with \(M\). Let \(\text{Fault}((M, \nu)) \equiv \nu\). The diagnoser\(^3\) can be represented as

\[ D = (\mathcal{N}, \nu^0) \]  

\(^2\)The diagnoser used here is not the same as in the original work of [17]. In both cases it describes the behaviour of the system w.r.t. the observable events by introducing information about faults in the states. The diagnoser defined in [17] is always deterministic and a state may involve different states of the system with different fault labels. This means that after the observation of a given trace the system can be in one of these different states with the corresponding fault labels. The diagnoser defined here can be non-deterministic and a state is represented by only one state of the system with the corresponding fault label. This means that after the observation of a given trace the system is in this state with the corresponding fault label.

\(^3\)Note that a diagnoser can be seen as a Signal Transition Graph (STG) [16], a labelled Petri net used to specify asynchronous circuits. Both have labelled transitions, although labelled in different context (the STG’s transitions correspond to input and output signals of a circuit), and both extend their states with additional information (the STG state is extended with a signal coding function). Thus, it is natural to adapt definitions and notions of STGs and their canonical prefixes from [10] to diagnosers.

with \( (M, \nu) \left[ \ell(t) \right] (M', \nu')\) if \( M \left[ \ell(t) \right] M'\) and \(\nu, \nu'\) are the fault labels associated to \(M\) and \(M'\), respectively. Note that the number of states of a diagnoser grows by \(2^n\) compared with \(\mathcal{N}\).

A branching process of a labelled Petri net \(\mathcal{N}\) is a branching process of \(\mathcal{N}\) augmented with additional labelling of its events \(\ell \circ h : E \rightarrow O \cup U\). The function “Fault” is extended to configuration of the branching process of \(D\) with \(\text{Fault}(\kappa) = \text{Fault}(\text{Mark}(\kappa))\). In order to build a canonical prefix of \(D\) the equivalence relation has to be adapted to diagnoser states; \( \approx_{\nu} \) is defined as follows \( \kappa \approx_{\nu} \kappa' \) iff \(\text{Mark}(\kappa) = \text{Mark}(\kappa')\) and \(\text{Fault}(\kappa) = \text{Fault}(\kappa')\). Then, a canonical prefix \(\text{Preff}^\text{tot}_{\nu}\) can be obtained with \(\Theta^\text{tot} = \{ (\approx_{\nu}, <_{\text{tot}}, \{ c_e = r_{\text{bas}} \} : c_e \in E \} \), where \(\approx_{\nu}\) is the equivalence relation on diagnoser states, and \(<_{\text{tot}}\) is a total adequate order [5]. The diagnoser \(D\) and its canonical prefix \(\text{Preff}^\text{tot}_{\nu}\) are depicted in Figure 2 (in figures the cut-off events are drawn as double boxes, and dotted lines indicate the corresponding events of cut-off events; in addition, to each event \(e\) is associated a fault vector of \([e]\), which is shown next to events). Observe that in a canonical prefix of \(\mathcal{N}\) the event \(e_8\) would be a cut-off event with the corresponding event \(e_2\) since only the relation \(\equiv_m\) is considered. However, their codes are different and therefore \(e_8\) cannot be designated as a cut-off event of a diagnoser; the prefix has to be extended until the cut-off event \(e_{11}\), which has a corresponding event \(e_8 (|e_8| \approx_{\nu} |e_{11}|)\) and \(|e_8| <_{\text{tot}} |e_{11}|\).

C. Synchronous product

The synchronous product of two labelled Petri nets on common observable events is presented. From the language theory point of view a language generated by a product is the intersection of the languages generated by the two synchronised nets. In this case it is the intersection of the projection of observable language/words.

**Definition 4:** Let \(\mathcal{N}_1\) and \(\mathcal{N}_2\) be two labelled Petri nets their product \(\mathcal{N} = \mathcal{N}_1 \times \mathcal{N}_2\) is defined as

\[
P = \{(p_1, \star) : p_1 \in P_1 \} \cup \{(\star, p_2) : p_2 \in P_2 \}
\]

\[
T = \{(t_1, t_2) : t_1 \in T_1, t_2 \in T_2, \\
\ell_1(t_1) = \ell_2(t_2) \in O_1 \cap O_2 \} \cup \{(t_1, \star) : t_1 \in T_1, t_1(t_1) \notin O_1 \cap O_2 \} \cup \{(\star, t_2) : t_2 \in T_2, t_2(t_2) \notin O_1 \cap O_2 \}
\]

\[
\rightarrow = \{(t_1, \star) = t_1 \cap t_2, \\
(\star, t_2) = t_2 \cap t_2\}
\]

\[
M^0 = M^0_1 \cup M^0_2
\]

\[
O = O_1 \cup O_2
\]

\[
U = U_1 \cup U_2
\]

\[
\ell(t_1, t_2) = \begin{cases} \ell_1(t_1) & \text{if } t_1 \in T_1 \\
\ell_2(t_2) & \text{if } t_2 \in T_2
\end{cases}
\]

where \(\star\) is a dummy element. The flow relation is defined symmetrical for post-sets of transitions.

In the product the places of each component are preserved; the transitions which have a common observable label are synchronised by merging common transitions, otherwise the transitions of each component are also preserved. The firing \(\langle M_1, M_2 \rangle \ell(t_1, t_2) \rangle \) of \(\mathcal{N}\) corresponds to firings \(M_1 \ell(t_1) M_1\) in \(\mathcal{N}_1\) and \(M_2 \ell(t_2) M_2\) in \(\mathcal{N}_2\), where the firing of \(\star\) means that an empty transition sequence fires.
In order to check the diagnosability property a verifier is build from the synchronous product of the diagnoser with itself. The verifier
\[ V = D \times D = (\mathcal{N} \times \mathcal{N}, (\nu^0, \nu^0)), \tag{3} \]
where \( D = (\mathcal{N}, \nu^0) \) is a diagnoser, \( \mathcal{N} \) is the system model and \( (\nu^0, \nu^0) \) is the synchronised fault label. In the sequel \( V \) is denoted as \( (\mathcal{N}, \mathcal{N}, \nu^0, \nu^0) \) for the sake of simplicity. Thus, \( V \) can be regarded as a diagnoser net (it has the same dynamics as a diagnoser net). The canonical prefix of the verifier \( V \), \( \text{Pref}_V^\emptyset \), is used with \( \Theta = \{ \approx_e, \prec, \kappa_e = \kappa_{\text{bas}} \}_{e \in E} \), the set of feasible events \( \text{fsble}_V^\emptyset \) and the set of static cut-off events \( \text{Ecute}_V^\emptyset \). Note that for simplicity \( \prec \) is used as adequate order.

E. Condition for diagnosability

A trace \( \sigma \) in \( V \) forms a cycle if there exists a trace \( \sigma' \) within \( \sigma \) such that \( (M^1, M^2, \nu^1, \nu^2) \langle \sigma' \rangle (M^1, M^2, \nu^1, \nu^2) \) and \( \sigma' \neq \emptyset \). Let \( e \in \text{Ecute}_V^\emptyset \) be a cut-off event in \( \text{Pref}_V^\emptyset \) then \( \kappa^e = \{ \kappa : [e] \subseteq \kappa \} \). (Note that in the sequel proofs are given in the appendix.)

Lemma 1: The following holds.

1) for each cycle in the verifier \( V \) there is a configuration \( \kappa \in \kappa^e \) such that \( e \in \text{Ecute}_V^\emptyset \)
2) for each \( \kappa \in \kappa^e \), where \( e \in \text{Ecute}_V^\emptyset \), there exists a cycle in the verifier \( V \)

It is assumed that there are no cycles of unobservable events; however, if this assumption is dropped it can be easily checked while building the canonical prefix (by checking whether there is an occurrence of an observable event between the cut-off events and their corresponding events; note that the corresponding event of a cut-off event is always in the history of its cut-off event since \( \prec \) is used as adequate order). (Note that in the sequel proofs are given in the appendix.)

Lemma 2: Let \( q = (M^1, M^2, \nu^1, \nu^2) \) and \( q' = (M'^1, M'^2, \nu'^1, \nu'^2) \) be two states in a cycle in \( V \) then \( \nu^1 = \nu'^1 \) and \( \nu^2 = \nu'^2 \).

Recall that the verifier compares every pair of traces in the system which have the same observables. Thus, if a cut-off event \( e \) occurs this means that there exists a cycle (between \( e \) and its corresponding event). Furthermore, if there exist different local fault labels of \( F_i \), i.e. \( \nu^1 \neq \nu^2 \) with \( \text{Fault}(i) = (\nu^1, \nu^2) \), the system is not diagnosable w.r.t. \( F_i \). This is illustrated in Figure 3(b), where a part of the canonical prefix of the verifier in Figure 3(a) is shown. The cut-off event \( e_6 \) and its corresponding event \( e_5 \) form a cycle since their basic configurations reach the same marking \( \{ p_1^1, p_8^2 \} \). It is evident that the system is not diagnosable w.r.t. \( F_i \) since their corresponding fault labels are different. Thus, there exist two equivalent observable traces in the system one with an occurrence of \( F_i \) \( (f_1^1, a, b, c) \) and the other without any occurrence of \( F_i \) \( (u^2, a, b, c) \). They can never be distinguished since they are within a cycle.

However, it is not enough to check the basic configuration of a cut-off event \( e \) since its concurrent events can influence the decision. This is also illustrated in Figure 3(b) with the fault type \( F_2 \). The fault label of \( [e_6] \) indicates that there is no ambiguity, yet the occurrence of the concurrent event \( e_4 \), which corresponds to \( F_2 \), changes one of the fault label of \( F_2 \) and the system becomes not diagnosable w.r.t. \( F_2 \). One has \( f_1^1, a, b, c \) and \( u^2, a, b, c \) with the occurrence of \( f_2^1 \) (note that this happens only in the case where the corresponding fault vectors of a fault type \( F_i \) are zero, otherwise one can straight conclude about diagnosability without considering concurrent events of cut-offs).

Proposition 1: Let \( \text{Pref}_V^\emptyset \) be the canonical prefix of the verifier \( V \) with its set of cut-off events \( \text{Ecute}_V^\emptyset \). Then \( V \) is called \( F_i \)-diagnosable w.r.t. \( O \) and \( F_i \) if \( \forall e \in \text{Ecute}_V^\emptyset \forall \kappa \in \kappa^e \nu^1 = \nu^2 \), where \( \text{Fault}(i) = (\nu^1, \nu^2) \).

Remark 1: The system \( \mathcal{N} \) is diagnosable w.r.t. \( O \) and \( F_i \) if it is \( F_i \)-diagnosable for all \( F_i \in F \).

Remark 2: To reduce complexity of the verifier one can consider one fault type at a time and perform the diagnosability check \( n \) times w.r.t. to the fault type set \( F_1, ..., F_n \) as in [9] (by setting other faults as non-fault unobservables). The complexity is then linear in the number of faults (the state space reduces by \( 2^{n-1} \)).

Figure 3: Petri net of the verifier \( V \) (a) and part of its canonical prefix showing non-diagnosable traces (b).
Algorithm 1 General algorithm

```
input : V = (N^1 × N^2, (ν^1, ν^2))
output : Δ_i
Pref ← C^0 = h^{-1} (M^0)
pe ← PE (Pref) (possible extensions)
Ecut ← ∅ (cut-off events)
Δ_i ← ∅ (minimal non-diagnosable traces of F_i)

while pe ≠ ∅ do
    choose e ∈ min<pe
    pe ← pe \ {e}
    if e is a cut-off event then
        Ecut ← Ecut ∪ \{e\}
    else
        Pref ← Pref ⊕ \{e\}
        pe ← pe ∪ updatePE (Pref, e)
    end if
    Pref ← Pref ⊕ \{Ecut\}
forall e ∈ Ecut do
forall 0 ≤ i ≤ n do
forall κ ∈ κ^e do
    if κ is non-diagnosable w.r.t. F_i then
        Δ_i ← Δ_i ∪ \{κ\}
    end if
end for
end while
```

IV. VERIFICATION OF DIAGNOSABILITY

A. General algorithm

Algorithm 1 generates the canonical prefix Pref_V^0 and checks diagnosability. It returns (if the system is not diagnosable) a set of configurations Δ_i for each fault type F_i which explain why the system is not diagnosable. The canonical prefix Pref_V^0 is build by using the algorithm presented in [12]. The construction of Pref_V^0 starts with the conditions which correspond to the initial marking of the verifier V and no events. Then, the set of possible extension is computed by the function PE. New non-cut-off events together with their post-sets are added each at a time and the set of possible extension is updated w.r.t. the new added event (by the function updatePE). Whereas, cut-off events are stored and added after the prefix generation terminates (when the set of possible extension is empty). In order to test diagnosability the cut-off events and their concurrent events are examined for ambiguous fault labels. The result is then reported in form of a set of configurations showing non-diagnosable traces if they exist.

B. Improvements

As stated in the previous section one can consider one fault type F_i at a time and perform the diagnosability test n times. The above procedure can also be applied in the same way but with a reduced fault vector i.e. only the i^{th} bit corresponding to F_i is considered, and by setting the remaining fault types F \ F_i as non-fault unobservables. This approach is favoured by the diagnosability community.

1) Contracted verifier: It would be advantageous to exploit the symmetry of the verifier. Recall that the verifier V compares every pair of equivalent observable traces corresponding to the diagnosers, D^1 and D^2. Given a fault f in V f^1 corresponds to D^1 and f^2 corresponds to D^2. There are four cases:

   1) a fault f^1 occurs but not its counterpart f^2,
   2) a fault f^2 occurs but not its counterpart f^1,
   3) the occurrence of both f^1 and f^2, and
   4) the absence of both f^1 and f^2.

The first two cases show that the system is not diagnosable if occurring in a infinite trace, and the last two cases indicating that the considered trace is diagnosable.

Due to the symmetry it is sufficient to consider either Case 1 or 2 (e.g. let consider Case 1). Moreover, the Case 4 can be made redundant by removing from the verifier V the fault transitions F^2 corresponding to the diagnoser D^2 together with their arcs resulting in a contracted verifier V_c. By doing this the traces containing a fault of F^2 are not reachable leaving only Case 1 and 3. Thus, the diagnosability check is reduced as follows. The system is not diagnosable if there exists an infinite trace containing a fault corresponding to D^1. Note that it is enough to check for faults corresponding to D^1 since faults corresponding to D^2 will never occur in a trace because they are not reachable due to the removal.

Algorithm 1 can be applied to check diagnosability with the contracted verifier and the reduced diagnosability check. Consider the verifier in Figure 3(a). Its contracted version is shown in Figure 4(a), where fault transitions F^2 = \{f_1^2, f_2^2\} and their arcs are removed. The transition marked black correspond to transitions which are not reachable due to the removal. This is evident on the canonical prefix depicted in Figure 4(b). Note that the fault vector corresponding to D^1 is only important for the diagnosability check since the other fault vectors are always zero. There are two cut-off events, e_8 and e_{10}; it is immediately evident from the fault vector of e_{10} that the system is not diagnosable w.r.t. F_1, and it is later evident that there exist a configuration in κ^{e_8} (containing e_8 and its concurrent event e_9, which correspond to f_1^1) that shows that the system is also not diagnosable w.r.t. F_2.

2) Reduced verifier w.r.t a fault: One can go a step further and consider a verifier built out of the product of a diagnoser
containing only fault occurrences and a diagnoser containing only non-fault occurrences. This is especially interesting for the case where one fault type at a time is considered due to the size reduction. Given a diagnoser \( D \) in which one fault type \( F_i \) is considered (i.e. \( F \setminus F_i \) is set to non-fault unobservables) one has the reduced verifier w.r.t. the fault \( f_i \)

\[
V_{f_i} = D_{f_i} \times D_{f_i},
\]

where \( f_i \) is any fault in \( F_i \), \( 1 \leq i \leq n \), and the reduced diagnoser \( D_{f_i} \), \( D_{f_i} \), which corresponds to the part of \( D \) containing (non-)\( f_i \)-fault occurrences. Extracting fault and non-fault occurrences at the level of the diagnoser is not straightforward due to the cyclicity of the net. However, it is possible to extract this information from the canonical prefix of the underlying system of the diagnoser \( \text{Pref}_{N}^{\Theta} \) (with \( \subset \) as adequate order) by examining maximal configurations w.r.t. set inclusion, called runs.

**Definition 5:** Let \( \Omega \) be the set of runs in \( \text{Pref}_{N}^{\Theta} \). Then,

\[
\Omega_{f_i} = \{ \omega \in \Omega/\exists e \in \omega : f_i \circ h(e) \in F_i \}
\]

\[
\Omega_{f_i} = \{ \omega \in \Omega/\exists e \in \omega : f_i \circ h(e) \notin F_i \}
\]

where \( e \) is an event in \( \text{Pref}_{N}^{\Theta} \).

In other words \( \Omega_{f_i} \), \( \Omega_{f_i} \) is the set of runs where faults from type \( F_i \) (not) occur. By definition, \( \Omega_{f_i} \), \( \Omega_{f_i} \) corresponds to all possible executions of the reduced underlying system model representing the reduced diagnoser \( D_{f_i} \), \( D_{f_i} \). Hence, the projection of \( \Omega_{f_i} \) and \( \Omega_{f_i} \) onto the diagnoser \( D \) (via its underlying system model \( N \)) correspond to \( D_{f_i} \), \( D_{f_i} \), respectively. For each fault the reduced verifier is constructed from \( \text{Pref}_{N}^{\Theta} \), which is unchanged, only the extracted information differs. Thus, it has to be build only once.

Let consider the prefix of the running example \( \text{Pref}_{N}^{\Theta} \) in Figure 5(a) and the case that only the fault type \( F_i \) is considered (thus, events of \( F_i \) are set to unobservable non-fault events). There are two runs in \( \text{Pref}_{N}^{\Theta} \), one with the fault \( f_i \) and the other without the considered fault type. From the runs the reduced diagnosers \( D_{f_i} \) and \( D_{f_i} \) (depicted in Figure 5(b) and (c), respectively) are obtained by projecting them on \( D \). The reduced verifier \( V_{f_i} = D_{f_i} \times D_{f_i} \) is shown in Figure 5(d) and its canonical prefix corresponds to the one in Figure

3(b) with the fault vector corresponding to \( F_i \). Incidentally, the reduced verifier w.r.t. \( F_i \), \( V_{f_i} \), is similar to \( V_{f_1} \), they only differ in the fault vectors; \( D_{f_i} \) corresponds to the run in Figure 5(c) and \( D_{f_i} \) correspond to the run in Figure 5(b).

3) **Depth first approach:** A depth-first approach\(^4\) (see Algorithm 2) as opposed to the breadth-first approach presented above can be employed to test diagnosability. It is advantageous if simply an answer about the system’s diagnosability is needed. The depth-first search tries to extend a branch of a prefix before considering other branches. This means that the possible extensions enabled by the last added events are explored (added to the prefix) before any other possible extensions in the prefix. To do that the diagnosability check has to be extended, not only cut-off events are candidates but also their concurrent events are. Recall that the diagnosability check is done w.r.t. some cut-off event \( e \) by examining fault labels of \( \kappa^e \). Since \( e \) might be added before its concurrent events (the set \( \kappa^e \) is not complete) they must be included in the diagnosability test. However, only events corresponding to faults are of interest since only they can influence the decision about diagnosability. Thus, given a non-cut-off event \( e' \) there exists a configuration corresponding to a non-diagnosable trace iff \( f_i \circ h(e') \in F_i \) and there exists a cut-off event \( e \) such that \( e' \parallel e \) and \( \nu_1^1 \neq \nu_2^1 \) or \( \nu_1^2 \neq \nu_2^2 \), where \( \text{Fault}([e]) = (\nu_1^1, \nu_2^2) \) and \( \text{Fault}([e']) = (\nu_1^1, \nu_2^2) \). Observe, that the above introduced improvements can be applied to the depth-first approach in a similar way.

**C. Complexity**

A canonical prefix \( \text{Pref}_{N}^{\Theta} \) can be exponentially smaller than the reachability graph of \( V \), especially if \( V \) exhibits a high

\(^4\)\(^4\) shows that the depth-first search is incorrect when applying it to PN unfolding prefixes, however, here the prefix construction uses an adequate order \( \subset \), and thus, is correct.
degree of concurrency combined with a moderate number of branching behaviour. However, in worst case $\text{Pref}^\ell_V$ can be exponential in the size of $V$. In spite of that, the proposed improvements offer a size reduction of $\text{Pref}^\ell_V$. In particular, when taking into account the symmetry of the verifier or considering one fault type at a time the size reduction can be significant when building $\text{Pref}^\ell_V$ from the contracted and/or reduced verifier. Moreover, the depth-first approach together with the improvements may offer a more efficient way that the breath-first one.

V. CONCLUSION AND FUTURE WORK

This paper proposes an approach to verify diagnosability in the framework of PN unfoldings based on the twin plant method. The approach consists in constructing a verifier, which compares pairs of paths from the initial model sharing the same observable behaviour. In the canonical prefix of the verifier the diagnosability test is reduced to the comparison of binary vector pairs of configurations associated with cut-off events. Each configuration is linked with a pair of binary vectors containing information about fault occurrences in two executions sharing the same observables. This is further reduced when considering the symmetry of the verifier, then only binary vectors of one configuration instead of the pair is examined while considering a reduced reachable space. Moreover, other proposed improvements can be applied to reduce the complexity.

The advantage of using PN and its unfolding prefixes lies in the compact knowledge representation. This compactness manifests, on the one hand, in the model itself and its extensions (the diagnoser and the verifier) and, on the other hand, in the formalism used to test diagnosability (the canonical prefix of the verifier).

In the future we plan to improve the efficiency of the proposed approach as follows:

- using other adequate orders to build canonical prefixes in order to obtain smaller prefixes with fewer test cases.
- constructing complete prefixes of reduced verifiers directly from the extracted runs of the system’s canonical prefix; this would reduced the construction complexity of the canonical prefix of the reduced verifier.
- applying a directed search in the depth-first algorithm as it has been done in [1] for the reachability analysis. The unfolding generation could be guided in such a way that only “interesting” branches are explored first rather than “blindly” choosing branches.

In addition, we also plan to extend this approach to verify diagnosability in distributed systems as an application of modular complete prefixes [13]. Moreover, we currently investigate the application of LTL model checking to diagnosability verification using existing approaches to LTL model checking with net unfoldings [2], [3]. This idea has arisen after having defined the diagnosability problem in this paper.
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APPENDICES

**Lemma 1:** The following holds.

1) for each cycle in the verifier $V$ there is a configuration $\kappa \in \kappa^e$ such that $e \in \text{Ecut}^\ell_V$.
2) for each $\kappa \in \kappa^e$, where $e \in \text{Ecut}^\ell_V$, there exists a cycle in the verifier $V$.

**Proof:**

1) Let us consider a cycle in the verifier $V$

$$\text{cyc} = \{M_1^1, M_2^1, \nu_1^1, \nu_2^1\} \{a_1, ..., a_{k-1}\} \{M_1^k, M_2^k, \nu_1^k, \nu_2^k\}$$

with $\{M_1^1, M_2^1, \nu_1^1, \nu_2^1\} = \{M_1^k, M_2^k, \nu_1^k, \nu_2^k\}$. By definition of cut-off events it follows that some $a_i$ $(1 \leq i \leq k-1)$ corresponds to a cut-off event $e_i$ in $\text{Pref}^\ell_V$. Without loss of generality let $a_i = a_{k-1}$ and $e_i = e_{k-1}$. We consider two cases.

a) The trace $a_1, ..., a_{k-1}$ correspond to the configuration $\{e_{k-1}\}$, $a_j \in \ell \circ h \{e_{k-1}\}$ for $j = 1...k-1$. Thus, $\{e_{k-1}\}$ is a configuration of $\kappa_{k-1}^e$ which corresponds to the cycle $\text{cyc}$.

b) There is a subset $B = \{b_1, ..., b_m\}$ ($m \geq 1$) of $A = \{a_1, ..., a_{k-1}\}$ such that $b_m = a_{k-1}$ and $b_j \in \ell \circ h \{e_{k-1}\}$. Let $D = A \setminus B = \{d_1, ..., d_r\}$ ($r \geq 1$) be the remaining transition labels of $A$.

Then, each element $d_j$ does not correspond to a predecessor of $e_{k-1}$ (otherwise it would be in $\{e_{k-1}\}$). It does not correspond to successor of $e_{k-1}$ (since $e_{k-1}$ corresponds to $a_{k-1}$ the last transition label in the trace). Furthermore, it does not correspond to an event in conflict with elements of $e_{k-1}$ since the trace $a_1, ..., a_{k-1}$ includes $d_j$ and $a_{k-1}$ such that $a_{k-1} = \ell \circ h \{e_{k-1}\}$. This means that each $e_j$ ($d_j = \ell \circ h \{e_j\}$) is concurrent to the cut-off event $e_{k-1}$. Therefore, the configuration $\kappa$ corresponding to $a_1, ..., a_{k-1}$ contains $\{e_{k-1}\}$, $\kappa \in \kappa_{k-1}^e$.

2) Suppose $\kappa \in \kappa^e$, where $e \in \text{Ecut}^\ell_V$. We consider two cases.

a) If $\kappa = [e]$ then by definition of cut-off events $\kappa$ corresponds to a cycle.

b) If $\kappa = [e]$ and $\kappa \neq [e]$. Let us consider the cycle $\text{cyc}_{\text{min}}$, which corresponds to $[e]$ and to the trace $b_1, ..., b_m$ (where $b_m = \ell \circ h \{e\}$). Since $\kappa^e = \{\kappa : [e] \subseteq \kappa\}$ then $\kappa$ includes in addition to events of $[e]$ (corresponding to $b_1, ..., b_m$) a concurrent set of events corresponding to $d_1, ..., d_r$. Let $a_1, ..., a_{k-1}$ be a trace involving elements of both $b_1, ..., b_m$ and $d_1, ..., d_r$. Let $q = (M_1^1, M_2^1, \nu_1^1, \nu_2^1)$ be the state of $V$ reached after executing a trace involving all the events $a_1, ..., a_{k-1}$. We can then show that $q$ belongs to a cycle. Indeed, this cycle is obtained by executing from $q$ the trace $b_1, ..., b_m$, i.e. $(M_1^1, M_2^1, \nu_1^1, \nu_2^1)$ $(b_1, ..., b_m) (M_1^1, M_2^1, \nu_1^1, \nu_2^1)$ since the concurrent events are not executed the same marking is reached.

**Lemma 2:** Let $q = (M_1^1, M_2^1, \nu_1^1, \nu_2^1)$ and $q' = (M_1^2, M_2^2, \nu_1^2, \nu_2^2)$ be two executions sharing the same observables. This is further investigated while considering a reduced reachable space. In the canonical prefix of the reduced verifier.

In the future we plan to improve the efficiency of the approach as follows:

- using other adequate orders to build canonical prefixes in order to obtain smaller prefixes with fewer test cases.
- constructing complete prefixes of reduced verifiers directly from the extracted runs of the system’s canonical prefix; this would reduced the construction complexity of the canonical prefix of the reduced verifier.

In addition, we also plan to extend this approach to verify diagnosability in distributed systems as an application of modular complete prefixes [13]. Moreover, we currently investigate the application of LTL model checking to diagnosability verification using existing approaches to LTL model checking with net unfoldings [2], [3]. This idea has arisen after having defined the diagnosability problem in this paper.
be two states in a cycle in V then \( v_1 = v_1^0 \) and \( v_2 = v_2^0 \).

**Proof:** Let us consider for the sake of contradiction that 
\[ \exists j : v_j^0 \neq v_j^1, \]  
\( \text{e.g. } v_j^0 = 1 \) and \( v_j^1 = 0 \). Since \( q \) and \( q' \) are in a cycle of \( V \) then the states \( s_1 = (M^1, v_1^0) \) (respectively \( s_2 = (M^2, v_2^0) \)) and \( s_1' = (M^1, v_1^1) \) (respectively \( s_2' = (M^2, v_2^1) \)) are in a cycle of the diagonal \( D \). For some trace \( \sigma = \nu_1, ..., \nu_n \) we have \( (M^1, v_1^0) [\sigma] (M^1, v_1^1) \). Since \( v_1^0 = 1 \) and by definition of the fault propagation we must have \( v_j^0 = 1 \) (faults are not reversible!). This contradicts the above assumption. It can be proven that the other case (if we suppose that \( v_j^0 = 0 \) and \( v_j^1 = 1 \)) leads also to a contradiction by taking a path from \( (M^1, v_2^0) \) to \( (M^1, v_2^1) \) and using the same arguments. It can also be proven in an analogous manner that \( v_j^2 = v_j^0 \).

**Proposition 1:** Let \( \text{Pref}_{\text{cut}}^\Theta \) be the canonical prefix of the verifier \( V \) with its set of cut-off events \( \text{Ecut}_{\text{cut}}^\Theta \). Then \( V \) is called \( F_i \)-diagnosable w.r.t. \( O \) and \( F_i \) if \( \forall e \in \text{Ecut}_{\text{cut}}^\Theta \) \( \forall \kappa \in \kappa^e, v_i^0 \neq v_i^1 \), where \( \text{Fault}(\kappa) = (v_i^0, v_i^2) \).

**Proof:** The following proof is inspired from that of Theorem 2 in [19].

\[ (\Rightarrow) \text{Suppose that } L (N) \text{ is diagnosable. For the sake of contradiction suppose that } \exists e \in \text{Ecut}_{\text{cut}}^\Theta \exists \kappa \in \kappa^e, v_i^0 \neq v_i^1, \text{ where } \text{Fault}(\kappa) = (v_i^0, v_i^2). \text{ From Lemma 1 it follows that there exists a cycle in } V \text{ which corresponds to } \kappa. \text{ Hence, there exist two corresponding cycles in } D: \text{ there are two traces } s_0 \text{ and } s_0' \text{ such that } (M^0, v_0^0) [s_0] (M^1, v_1^0) \text{ and } (M^0, v_0^0) [s_0'] (M^1, v_1^1) \text{ with } \text{Obs}(s_0) = \text{Obs}(s_0') \text{ and } v_1^0 \neq v_1^1. \text{ For example, } v_1^2 = 1 \text{ and } v_2^0 = 0, \text{ i.e. } f_i \in s_0 \text{ and } f_i \notin s_0'. \text{ The cycle of the first machine is } (M^1, v_1^0) [a_1] (M^2, v_1^1) [a_2] (M^1, v_1^0) \text{ and the cycle of the second machine is } (M^2, v_2^0) [b_1] (M^2, v_2^1) [b_2] (M^2, v_2^0). \text{ Let us take for } k > 1, Z (k) = s_0 (a_1, ..., a_{n-1})^k \text{ and } Z' (k) = s_0' (b_1, ..., b_{n-1})^k. \text{ Then, we have } Z (k), Z' (k) \in L (N), \text{ Obs}(Z (k)) = \text{Obs}(Z' (k)), \text{ and } f_i \notin Z' (k). \text{ Moreover, we have } \text{Obs}(Z (k)) \geq 1 \text{ and } \text{Obs}(Z' (k)) \geq 1 \text{ due to the assumption that there are no unobservable cycles.} \text{ Since } f_i \in Z \text{ let us consider } Z (k) = \sigma \sigma' \text{ such that } \sigma \text{ finishes with } f_i \text{ and } \sigma' \text{ is the continuation of } \sigma \text{ w.r.t. } Z (k). \text{ Then, by choosing a large } k \text{ we will find that } |\sigma'| > n \text{ for each } n > 1 \text{ and } \text{Obs}(Z (k)) = \text{Obs}(Z' (k)) = \text{Obs}(\sigma \sigma'), \text{ i.e. } Z' (k) \in \text{Obs}^{-1} (\sigma \sigma'). \text{ But } f_i \notin Z' (k), \text{ which represent a counter example to the diagnosability of the system. This is a contradiction.} \]

\[ (\Leftarrow) \text{Suppose that } \forall e \in \text{Ecut}_{\text{cut}}^\Theta \forall \kappa \in \kappa^e, v_i^0 \neq v_i^1 \text{ with } \text{Fault}(\kappa) = (v_i^0, v_i^2). \text{ For the sake of contradiction suppose that } L (N) \text{ is non-diagnosable: } (\forall \sigma \geq 1) \exists \sigma' \text{ (a trace finishing with } f_i \text{ and } \sigma' \text{ is one of its continuation in } L (N)) \text{ such that } |\sigma'| \geq n \text{ and } \exists \omega \in \text{Obs}^{-1} (\sigma \sigma') \text{ and } f_i \notin \omega. \text{ Let } \text{Max} \text{ be the maximum number of states in the state graph of the } V \text{ (denoted by } G^V) \text{, and let } n \geq \text{Max}. \text{ Let } \omega = \sigma \omega \text{ such that } s \in \text{Obs}^{-1} (\sigma); \text{ since } f_i \notin \omega \text{ it is obvious that } f_i \notin s. \text{ In the diagnoser we have: } (M^0, v_0^0) [\sigma] (M^0, v_0^0) \text{ and } (M^0, v_0^0) [s] (M^0, v_0^0) \text{ with } v_0^0 = 1 \text{ and } v_0^1 = 0. \text{ The state } q = (M^0, \nu^0, \nu^0, \nu^0) \text{ is accessible in } G^V. \text{ We have also also in the diagnoser: } (M^0, v_0^0) [\sigma'] (M^0, v_0^0) \text{ and } (M^0, v_0^0) [\omega] (M^0, v_0^0) \text{ with } v_0^0 = 1 \text{ and } v_0^1 = 0. \text{ The state } q' = (M^0, q, v^0, \nu^0, \nu^0, \nu^0) \text{ is accessible in } G^V. \text{ Since we take } |\sigma'| > n \text{ there is some } r \geq n \text{ and some trace } a_1, ..., a_r \text{ such that } (M^1, v_0^0) [a_1] (M^2, v_0^0) [a_2] (M^1, v_0^0) [a_3] (M^2, v_0^0) [a_4] (M^1, v_0^0) [a_5] (M^2, v_0^0) [a_6] (M^1, v_0^0) [a_7] (M^2, v_0^0) [a_8] (M^1, v_0^0) [a_9] (M^2, v_0^0) [a_{10}] (M^1, v_0^0) [a_{11}] (M^2, v_0^0) [a_{12}]. \text{ Then } \exists \nu_1 \in V \text{ with } \nu_1 (M^1, v_0^0) [a_1] (M^2, v_0^0) [a_2] (M^1, v_0^0) [a_3] (M^2, v_0^0) [a_4] (M^1, v_0^0) [a_5] (M^2, v_0^0) [a_6] (M^1, v_0^0) [a_7] (M^2, v_0^0) [a_8] (M^1, v_0^0) [a_9] (M^2, v_0^0) [a_{10}] (M^1, v_0^0) [a_{11}] (M^2, v_0^0) [a_{12}] \text{ with } (\nu_1^0) = (M^1, v_0^0) [a_1] (M^2, v_0^0) [a_2] (M^1, v_0^0) [a_3] (M^2, v_0^0) [a_4] (M^1, v_0^0) [a_5] (M^2, v_0^0) [a_6] (M^1, v_0^0) [a_7] (M^2, v_0^0) [a_8] (M^1, v_0^0) [a_9] (M^2, v_0^0) [a_{10}] (M^1, v_0^0) [a_{11}] (M^2, v_0^0) [a_{12}] \text{ and } (\nu_1^r) = (M^0, \nu^0, \nu^0, \nu^0) \text{ with } v_0^0 = 1 \text{ and } v_0^1 = 0. \text{ According to the Lemma 1 this cycle corresponds to a cut-off event } e \text{ and a configuration } \kappa \in \kappa^e \text{ such that } v_i^2 \neq v_i^0, \text{ where } \text{Fault}(\kappa) = (v_i^0, v_i^2). \text{ This is in contradiction with the supposition.} \]
