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ABSTRACT Mobile edge computing (MEC) brings a breakthrough for Internet of Things (IoT) for its
ability of offloading tasks from user equipments (UEs) to nearby servers which have rich computation
resource. 5G network brings a huge breakthrough on transmission rate. Together with MEC and 5G, both
execution delay of tasks and time delay from downloading would be shorter and the quality of experience
(QoE) of UEs can be improved. Considering practical conditions, the computation resource of an MEC
server is finite to some extent. Therefore, how to prevent the abuse of MEC resource and further allocate
the resource reasonably becomes a key point for an MEC system. In this paper, an MEC system with
multi-user is considered where a base station (BS) with an MEC server, which can not only provide
computation offloading service but also data cache service. Especially, we take the charge for both data
transmission and task computation as one part of total cost of UEs, and then explore a joint optimization
for downlink resource allocation, offloading decision and computation resource allocation to minimize
the total cost in terms of the time delay and the charge to UEs. The proposed problem is formulated as
a mixed integer programming (MIP) one which is NP-hard. Therefore, we decouple the original problem
into two subproblems which are downlink resource allocation problem and joint offloading decision and
computation resource allocation problem. Then we address these two subproblems by using convex and
nonconvex optimization techniques, respectively. An iterative algorithm is proposed to obtain a suboptimal
solution in polynomial time. Simulation results show that our proposed algorithm performs better than
benchmark algorithms.

INDEX TERMS Mobile edge computing, offloading decision, resource allocation, charge to UEs.

I. INTRODUCTION

THE EMERGENCE of IoT brings enormous challenges
to existing technologies because IoT allows thousands

of UEs including smartphones, Pads and intelligent wearable
devices connected to Internet simultaneously [1]. Moreover,
some novel applications requiring high computation

capability and high energy consumption are on demands,
such as massive multiplayer online game, virtual reality
(VR), augmented reality (AR) and face recognition.
Meanwhile, these applications are also sensitive to latency,
which puts higher requirement for UEs, especially CPU and
battery. However, it is not easy to meet these requirements
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for UEs because of their stringent equipment-size
constraint.
To address these challenges, mobile cloud computing

(MCC) is considered as a possible solution for IoT. The
main idea of MCC is to allow UEs offload their computa-
tion intensive tasks to a powerful centralized cloud, so that
the delay and energy of tasks execution of UEs could be
reduced sharply [2]. Generally, the cloud center is too far
from UEs, so the UEs would suffer huge uploading delay and
cause extra uploading energy consumption. To deal with this
problem, MEC is put forward with advantage of deploying
servers with abundant computation resource on the edge of
network which are close to UEs [3]. As the emergence of
5G network brings a huge breakthrough on transmission
rate, MEC-enable IoT was proved as a promising solution
to reduce the delay of task and save the energy of UEs in
some IoT scenarios [4]. In [5], MEC was used to reduce the
delay of tasks execution and improve computation efficiency
in an unmanned aerial vehicle (UAV). Reference [6] showed
that MEC was suitable for vehicular networks because it
significantly reduced delay and average system cost.
Moreover, the theoretical speed of 5G has exceeded the

rate of a mechanical hard disk [7]. In this case, rate of
UEs reading local files may be slower than downloading
files from MEC, which implies that reading only memory
(ROM) of UEs may not need to existed any more. Such that
UEs must download what they need all the time, which puts
higher requirements on downlink bandwidth. Meanwhile,
some UEs need to offload their high computation required
tasks to MEC, which put higher demand on computation
resource of MEC servers. Therefore, offloading decision,
resource allocation or other policy should be considered to
improve the QoE of UEs since resource of an MEC system
is finite.
Offloading decision is to decide how to offload

tasks. Basically, an offloading decision has three choices:
no offloading, full offloading and partial offloading to
servers [8]. Specifically, no offloading means the tasks are
executed locally and no data is uploading to MEC servers.
Full offloading means a whole task is offloaded to an MEC
server. However, it is not suitable for all UEs offloading
their tasks to MEC because of the constraints of bandwidth
resource and computation resource of MEC. Partial offload-
ing allows a task to be cut into two parts, one part executed
locally, and the other part executed at the MEC server.
According to [9], partial offloading is very challenging
because of the dependency of offloadable components from
tasks. Thus, most researches consider the binary offloading
policy which allows each UE to either execute task locally
or offload task to a remote MEC server [10].
On the other hand, resource allocation should be con-

sidered since the resource on an MEC server is limited.
Inappropriate resource allocation policies could cause
additional overhead in terms of energy consumption and
latency, i.e., the delay of uploading task data to the MEC
server and execution time [11]. Resource allocation involves

bandwidth, power and computation resource allocation. For
bandwidth resource allocation, many papers only consider
uplink bandwidth and minimize uploading time [12]. In fact,
the downlink resource, i.e., bandwidth and power of MEC,
is also a significant factor for reducing latency if some
task-related data needs to be download from MEC the server.
For computation resource allocation, it should be noticed

that the computation resource of MEC servers is not infinite
although much richer than that of UEs. Moreover, extra cost
would be paid for the maintenance of MEC servers. Existing
tasks offloading policies only consider the delay and energy
consumption of uploading data to MEC servers, and the
aftermath is that those tasks offloaded to MEC servers would
abuse the computation resource and further increase server
maintenance cost of the MEC servers. Such as in [13], the
MEC server would keep full load even though the number
of UEs is very small, which will incur extra burden on MEC
server but has little promotion on QoE of UEs.
In this paper, we consider that UEs should pay cost to

use the MEC server, that is UEs will be charged for occupy-
ing computation and bandwidth resource in task offloading.
Specifically, we jointly explore the offloading decision,
resource allocation including downlink bandwidth, downlink
power and computation resource allocation, and the charge
for computation and bandwidth resource. We consider data
transmission delay and task execution delay as one part of
cost in offloading tasks to the MEC server, and the charge
to UEs as another part of cost, and try to minimize the
total cost of all UEs. Specially, we set the price of com-
putation resource according to computation rate because the
purpose of offloading is to reduce execution time of a task.
In this context, the main contributions of our paper can be
summarized as follows:
1) We consider the charge as a new cost of offloading

and model the minimization of total cost in the weight-
sum of tasks completion time and the charge. Then,
we formulate this problem as a Joint Optimization for
Downlink Resource Allocation, Offloading Decision
and Computation Resource Allocation (JODOC) to
minimize the total cost of all UEs.

2) We decompose the JODOC problem into two subprob-
lems. One is Downlink Resource Allocation (DRA)
problem, and another is Joint Offloading Decision and
Computation Resource Allocation (JOCRA) problem.

3) We address DRA and JOCRA by using convex
and nonconvex optimization techniques, respectively.
Combining the solutions of these two problems, we
propose a novel low-complexity algorithm to solve
the original JODOC problem and obtain a suboptimal
solution.

4) Simulation results show our proposed algorithm per-
forms better than three benchmark algorithms.

The rest of this paper is organized as follows. In Section II,
we show some related studies on tasks offloading. In
Section III, we propose a network model and formulate
the joint optimization for downlink bandwidth allocation,
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offloading decision and computation resource allocation
problem. And we decouple this problem and propose a
suboptimal solution in Section IV. The simulation results
are given in Section V. Finally, we conclude this paper in
Section VI.

II. RELATED WORK
Ever since MEC is put forward, the cost in terms of delay and
energy consumption is regarded as an important parameter
of evaluating the quality of an MEC system. Most researches
aim to minimization of execution delay or minimization
of energy consumption while satisfying execution delay
constraint or trade-off between energy consumption and
execution delay.
For the minimization of execution delay, in [14], the

authors proposed a low-complexity online Lyapunov
optimization-based dynamic computation offloading
(LODCO) algorithm to minimize execution delay and
assumed that the UEs exploited energy harvesting tech-
niques in [15]. But the harvested energy is not enough
to provide all the energy consumption when the UEs are
too many. In [16], the authors aimed to minimize the
transmission delay by a multilayer data flow processing
system including edge devices, access point, MEC servers
and cloud center. In [17], the authors considered partial
offloading and proposed an iterative heuristic MEC resource
allocation (IHRA) algorithm to reduce the time delay of
MEC system. In [18], the authors proposed a two-step radio
and computing resources allocation scheme for minimizing
total processing completion time.
For the minimization of energy consumption while satisfy-

ing execution delay constraint, in [19], the authors proposed
an offline strategy to minimize the average energy consumed
by all the user terminals to process their mobile applications
under average delay constraints. In [20], the authors aimed to
minimize the network-level energy consumption in heteroge-
nous network by jointly considering computation resources,
latency requirements and power consumption.
In previous works, most papers aimed to minimize

trade-off between energy consumption and execution delay.
In [21], the authors proposed a framework considering phys-
ical resource block (PRB) along with computation resource
allocation. In [22], the authors considered to share the com-
putation results so that the computation resource would be
saved. In [23], the authors modeled the MEC system as a
Stackelberg game, and then let the MEC servers and UEs
compete for their own best profits. In [24], the authors
proposed a novel online SBS peer offloading framework to
maximize the long-term system performance and meanwhile
satisfy the energy constraints. In [25], the authors allowed
multi-user to choose a better node from multi-node and avoid
too many UEs choosing the same edge node by using a non-
cooperative exact potential game (EPG). In [26], the author
jointly solved the transmission power control problem and
tasks offloading problem to get minimization of the trade-off
between energy consumption and execution delay.

FIGURE 1. Network model.

There are also same researches that considered the charge
problem. In [27], the authors assumed UEs will be charged
for transmitting computation input data and computation
resource that different from local resource. In [23], the
authors used Stackelberg game to find the minimization of
cost which is defined as time delay and payment for MEC
servers. In [28], the authors aimed to maximize the profit
of the network operators considering the cost of maintain
resource of MEC and the profit from UEs.
These papers all above, however, didn’t jointly con-

sider offloading decision and the radio and computation
resource allocation with charge. Meanwhile, the joint down-
link resource allocation, i.e., bandwidth and power resource
allocation, is not considered. So, in this paper we aim to min-
imize the total cost of UEs in terms of delay and charge, by
jointly considering downlink resource, offloading decision
and computation resource allocation.

III. SYSTEM MODEL AND PROBLEM FORMULATION
A. NETWORK MODEL
In this paper, we consider a multiple-user, one-server MEC
system which provides both computation offloading service
and content cache service, as shown in Fig. 1. Denote the
set of UEs as N = {1, 2, 3, . . . ,N}. Each UE n has a com-
putation task to be offloaded and a content cache task to be
downloaded. For UE n, let Cn denote CPU cycles required
to accomplish a computation task, Dun denote the data size
of a computation task, and Ddn denote the cache date size to
be downloaded, i.e., pictures and videos that UE n needs.
Formally, the task of UE n can be expressed as

In =
{
Cn,D

u
n,D

d
n

}
, ∀n ∈ N (1)

We define the offloading decision profile as
x = {xn, ∀n ∈ N }, herein xn = 1 indicates the com-
putation task of UE n will be offloaded to MEC server
while xn = 0 shows it will be executed locally.
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B. COMMUNICATION MODEL
We denote Nf = {n | xn = 1, ∀n ∈ N } as the set of UEs
which tend to offload their computation tasks to the MEC
server. Then Nf = |Nf| = ∑N

n=1 xn. We assume that the
total uplink spectral bandwidth is wu which is divided into
Nf sub-channels, and UE n is allocated with wun = wu/Nf.
We denote pun and Hn as the fixed transmit power of UE

n and the channel gain between UE n and the MEC, respec-
tively. N0 is the variance of complex white Gaussian channel
noise power. Accordingly, the transmission rate between UE
n and the MEC is given by

run = wun log2

(
1 + punHn

N0

)
(2)

Then we can get the uploading time of task Dun as follows

tun = Dun
run

, ∀n ∈ Nf (3)

When UE n asks for downloading task Ddn from the MEC
server, the total time cost of this task mainly consists of three
parts. The first part is the delay in sending the request from
UE n to the MEC server which is neglected because of the
short data size of requesting packet. The second part is the
time required to search for specific data Ddn on MEC server,
which we denote by twn . The third part is the downloading
delay denoted by tdn .
We assume that the downlink bandwidth, wd, different

from wu, is allocated dynamically according to the number of
downloaded tasks. The downlink resource allocation policy
is defined as w = {wdn | n ∈ N }. Then the downloading delay
for the content cache task Ddn can be obtained as follows

tdn = Ddn
rdn

, ∀n ∈ N (4)

where rdn is the downloading data rate given by

rdn = wdn log2

(
1 + pdnHn

N0

)
(5)

where pdn is the transmission power of MEC to UE n.
Meanwhile, the downlink transmission power allocation

policy is defined as p = {pdn | n ∈ N } and the MEC server
has limited transmission power, which is denoted by pm.
Therefore, p should meet the total power limit

∑
n∈N

pdn ≤ pm. (6)

C. OFFLOADING MODEL
For local execution, we denote f ln as local computation
resource of UE n. Let tln be the local execution time of
computation task which can be expressed as

tln = Cn
f ln

(7)

As for offloading, the MEC server allocates computation
resource fn to offloading task from UE n. We define the

computation resource allocation policy as f = {fn|n ∈ Nf}.
fm is defined as the maximum computation capacity of the
MEC server. Therefore, all the fn allocated to UEs should
meet the computation resource constraint as follows∑

n∈Nf

fn ≤ fm (8)

Let texen be the execution time of the computation task at
the MEC server, which can be expressed as

texen = Cn
fn

, ∀n ∈ Nf (9)

We ignore the delay of transmitting the result back because
the output data has smaller size and MEC sever has a higher
transmission power.

D. CHARGE POLICY
In this part, we assume that UEs will be charged for not
only task computation but also data transmission including
both uploading and downloading data.
As for data charge, the operators, i.e., China Telecom and

T-mobile, charge UEs for transmission flow rather than data
rate, so we assume that the price is a function of data size.
And operators will offer some fixed data plans (e.g., 20GB
per month for xx$). We consider that the fixed data plan is
more like a discount policy, so we set that UEs who have
fixed data plan are charged by a lower price. Therefore, the
price is set as end per bit and the price will be different
depends on different UE n. As for task computation charge,
the price is related to computation rate because the purpose of
offloading is to reduce execution time. Therefore, we set that
the price of task computation is a function of computation
resource allocated to UE n, i.e., fn, and the unit price being
charged is defined as ec per cycle/s.

Then the charge to UE n can be expressed as

Gn = xn
(
ecfn + endD

u
n

)+ endD
d
n, ∀n ∈ N . (10)

E. PROBLEM FORMULATION
In this paper, we aim to minimize the total cost in terms of
time delay and the charge.
The total time cost for UEs n can be given by

tn = xn
(
tun + texen

)+ (1 − xn)t
l
n + twn + tdn (11)

We introduce a function Jn to evaluate the weight cost
of time delay and charge to the UE, which is defined as
follows

Jn = λtntn + λcnGn (12)

where λtn ∈ [0, 1] and λcn ∈ [0, 1] (λtn + λcn = 1) are the
weight parameters for the cost of time delay and the charge
to UE n, respectively.
Thus the problem can be formulated as follows

min
x,w,p,f

∑
n∈N

Jn
(
xn,w

d
n, p

d
n, fn

)

s.t. C1 : xn = {0, 1}, ∀n ∈ N
208 VOLUME 1, 2020



FIGURE 2. Proposed framework for solving the problem (13).

C2 : wdn > 0, ∀n ∈ N ,
∑
n∈N

wdn ≤ wd

C3 : pdn > 0, ∀n ∈ N ,
∑
n∈N

pdn ≤ pm

C4 : fn > 0, ∀n ∈ Nf,
∑
n∈Nf

fn ≤ fm (13)

The constraint C1 shows that each task can be either
executed locally or offloaded to MEC server. C2 guarantees
the dowlink bandwidth allocated to tasks is valid and the
sum of them does not exceed the total bandwidth resource.
C3 guarantees the downlink bandwidth resource allocated
to the UEs is valid and the sum of them does not exceed
the total transmission power. C4 plays the similar role in
computation resource allocation.
Considering that x is binary, w, p and f are continuous,

this problem is an MIP one, which is NP-hard [29].

IV. DECOUPLED OPTIMIZATION
Considering the complexity of MIP, we decompose the orig-
inal problem into two subproblems. One is DRA problem
with all UEs, and another is JOCRA problem. First, we
solve the DRA problem by bisection method to obtain the
downlink bandwidth and power strategy profile. Second, we
propose an iterative algorithm to solve the JOCRA problem
and obtain the offloading decision and computation resource
allocation profile. Last, we combine the results of DRA and
JOCRA and proposed a polynomial time algorithm to obtain
a global solution. The framework of our proposed algorithm
is shown in Fig. 2.

A. DOWNLINK RESOURCE ALLOCATION
In this part, we aim to analyze and solve the DRA problem.
Fixing x and f and removing all the parts not related to

w and p, we could obtain the following

min
w,p

∑
n∈N

λtnD
d
n

rdn

s.t. C2 : wdn > 0, ∀n ∈ N ,
∑
n∈N

wdn ≤ wd

C3 : pdn > 0, ∀n ∈ N ,
∑
n∈N

pdn ≤ pm (14)

Notice that the constraints C2 and C3 are convex and the
domain of wdn and pdn are 0 < wdn < pm and 0 < wdn < wd,
respectively. By simple analysis, we know that the first order
derivatives of the objective function with respect to wdn and
pdn are less than zero, so the problem can be transformed to
a convex one when one of these two variables is fixed.
Therefore, to solve problem (14), we assume that p is

fixed and give optimal solution of w, as shown in Lemma 1.
Lemma 1: For (14), when p is fixed, the optimal solution

of w is

wd
′
n = wd

√
qn∑

n∈N
√
qn

(15)

where qn = λtnD
d
n

log2(1+ pdnHn
N0

)

.

Proof: First we can write the Lagrangian function
of (14) as

L
(
wdn, α

)
= ∑

n∈N
qn
wdn

+ α

(
∑
n∈N

wdn − wd
)

(16)

where α is the nonnegative Lagrange multiplier correspond-
ing to constraint C2.
By setting the first-order derivative of L(wdn, α) with

respect to wdn and α to zero, respectively, we have{
α − qn

(wdn)
2 = 0

∑
n∈N wdn − wd = 0

Solving these two equations, we obtain the optimal downlink
bandwidth allocation in (15).
Combining (15) and λtnD

d
n/log2(1 + pdnHn

N0
) = qn into (14),

our problem is turned into following formulation.

min
p

∑
n∈N

(
wd

√
qn
∑
n∈N

√
qn

)

s.t. pdn > 0, ∀n ∈ N ,
∑
n∈N

pdn = pm (17)

Lemma 2: The optimal solution of (17) is the same with

min
p

∑
n∈N

√
qn

s.t. pdn > 0, ∀n ∈ N ,
∑
n∈N

pdn = pm (18)

Proof: First, we rewrite (17) as follows

min
p

wd
(∑
n∈N

√
qn

)2

VOLUME 1, 2020 209



WANG et al.: JOINT OFFLOADING AND CHARGE COST MINIMIZATION IN MEC

It is obvious that when
∑

n∈N
√
qn achieves the minimum,

wd(
∑

n∈N
√
qn)2 will also achieve the minimum. Therefore,

our objective function becomes (18).
Problem (18) is convex because the first order deriva-

tive of the objective function is greater than zero, and its
constraint is also convex. Therefore, this problem can be
transformed into an unconstrained problem by Lagrange
multiplier method.
Then we can give the Lagrange function of (18) as follows

L
(
pdn, ν

)
=
∑
n∈N

√√√√ λtnD
d
n

log2

(
1 + pdnHn

N0

) + ν

(∑
n∈N

pdn − pm

)

(19)

where ν is the nonnegative Lagrange multiplier.
In general, this Lagrange function can obtain its optimal

solution by setting the derivatives of the function with respect
to pdn and ν equal to zero. That is

{
− ∂

√
qn

∂pdn
= ν∑

n∈N pdn = pm
(20)

Specially, we set

ϕ
(
pdn
)

= −∂
√
qn

∂pdn

= Hn
√

λtnD
d
n

2(ln 2)
(

log2

(
1 + pdnHn

N0

)) 3
2 (
N0 + pdnHn

) (21)

Due to the logarithmic barrier, (20) has no analytical
solution in general [30]. Therefore, we design an iterative
algorithm to solve (20) in the following.
Notice that in the domain 0 < pdn < fm, ϕ(pdn) is a mono-

tonically decreasing function. For fixed UEs number N and
total transmission power pm, the optimal ν is also fixed.
Therefore, the closer ϕ(pdn) is to ν, the better solution we
will get. Moreover, from (20), we can derive that for two
different UEs i and j, ϕ(pd∗i ) − ϕ(pd∗j ) = 0 on the optimal
solution. This implies that the closer ϕ(pd∗i ) − ϕ(pd∗j ) is to
zero, the better resource allocation for UEs i and j will be
obtained.
Therefore, we propose to decompose this downlink power

allocation problem for N UEs to �N2 	 downlink power alloca-
tion problems for two UEs. Each of these downlink power
allocation problems for two UEs can be solved by a low
complexity bisection method.
First, the total power resource is equally divided into N

part, and each part is p0 = pm/N. Then any two UEs are
chosen to form a group and re-allocated power resource 2p0.
If N is an odd number, the remaining UE will be allocated
with p0. The bisection method is used to allocate the power
resource 2p0 between the two UEs in the same group. By
evaluating ϕ(pd∗i ) − ϕ(pd∗j ) in each iteration, we will finally
obtain a suboptimal solution pd∗n . The detail is shown in
Algorithm 1.

Algorithm 1 Bisection Method for Downlink Power
Allocation
1: Given control threshold ξ

2: p0 = pm/N, i = 1
3: repeat
4: if i+ 1 > N then
5: pd∗i = p0
6: else
7: Initialize p′ = 0, p′′ = 2p0
8: repeat
9: pd∗i = (p′ + p′′)/2, pd∗i+1 = 2p0 − pd∗i

10: Get ϕ(pd∗i ) and ϕ(pd∗i+1) using (21)
11: if ϕ(pd∗i ) − ϕ(pd∗i+1) > 0 then
12: Set p′ = pd∗i
13: else
14: Set p′′ = pd∗i
15: end if
16: until p′′ − p′ < ξ

17: pd∗i = (p′ + p′′)/2, pd∗i+1 = 2p0 − pi
18: end if
19: i = i+ 2
20: until i > N
21: Output p∗ = {pd∗n | n ∈ N }

In Algorithm 1, the lines 8–16 (bisection) will be executed

log2

2p0
ξ

� times and the lines 3–20 will be executed 
N2 �
times, where ξ is the control threshold. Thus the complexity
of this algorithm is O(N2 log2

2pm
ξN ).

Finally, we get the downlink power resource allocation
profile p∗. For the fixed p∗, we can obtain the optimal
downlink resource allocation policy w using (15).

B. JOINT OFFLOADING DECISION AND COMPUTATION
RESOURCE ALLOCATION
When the downlink resource allocation policy w and p are
fixed, the subproblem JOCRA could be rewritten as

min
x,f

∑
n∈N

xn
(
Zfn − Zln

)
+
∑
n∈N

Zln

s.t. xn = {0, 1}, ∀n ∈ N
fn > 0, ∀n ∈ Nf,

∑
n∈Nf

fn ≤ fm (22)

where Zfn = λtnt
u
n+λtnt

exe
n +λcnecfn+λcne

n
dD

u
n, which describes

the cost when computation task is offloaded to remote MEC
server while Zln = λtnt

l
n describes the cost when computation

task is processed locally.
The second term of (22) could be ignored because it can

be computed in advance. Thus our goal is to minimize
∑
n∈N

Zpron =
∑
n∈N

xn
(
Zfn − Zln

)

For any UE n, when the cost of the computation task exe-
cuted locally is larger than executed at the MEC server, i.e.,
Zpron < 0, the task will benefit from offloading. In another
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word, the value of Zpron shows how much a task is suitable
for offloading. Moreover, the tasks of different UEs have
different Dun and Cn. This implies that wether a task is suit-
able for offloading is only related to Dun and Cn, which is
shown in the following proposition.
Proposition 1:
• When those UEs have the same uploading data, i.e.,
Dun = Du, ∀n ∈ N , those UEs with larger required CPU
cycles Cn, tend to offload their task to MEC server.

• When UEs have the same required CPU cycles, i.e.,
Cn = C, ∀n ∈ N , those UEs with smaller uploading
data Dun, tend to offload their task to MEC server.

Proof: Let’s rewrite Zpron as

Zpron
(
Dun,Cn

) = aDun + bCn + c (23)

where a = λtn/rn + λcne
n
d > 0, b = λtn(1/fn − 1/f ln) and

c = λcnecfn > 0.
Then we have ∂Zpron

∂Dun
= a > 0 and Zpron (Dun,Cn) increases

with Dun.
According to principle of computation offloading that

offloading a task to a richer computation resource server,
we know that fn > f ln no matter what computation allocation
strategy fn is applied. Then we can get

∂Zpron
∂Cn

= b = λtn

(
1/fn − 1/f ln

)
< 0

which implies that Zpron (Dun,Cn) decrease with Cn.
Therefore we conclude the proposition.
According to Proposition 1, we know that an UE n with

smaller Dun and bigger Cn is more suitable for offloading
task to the MEC server.
We assume that all the tasks are offloaded to theMEC server

at first, i.e., xn = 1, n ∈ N . These tasks will be allocated with
computation resource fn which can be obtain by (25). Then
we could easily get Zpron for each UE n with fixed fn. For these
tasks with Zpron > 0 which mean these tasks are not suitable
for offloading in this scenario, we should choose the task
which has the greatest Zpron to executed locally, i.e., changing
xn = 1 to xn = 0. So now we have a new offloading decision
profile x′. Then use the new x′ to update computation resource
allocation profile f ′ using (25) and the new f ′ will update
Zpron which lead to updating x′. We will do this iteration until
all the offloaded tasks get profits, i.e., Zpron < 0, n ∈ Nf, or
all the tasks are executed locally.
In the above iterating process, we should give the optimal

computation resource allocation f for a fixed decision profile
x in every iteration. Eliminating these parts which are not
with respect to fn, we rewrite the objective function when
we get fixed w and x as follows

min
f

∑
n∈Nf

Zfn = λtnCn
fn

+ λcnecfn + d

s.t. fn > 0, ∀n ∈ Nf,
∑
n∈Nf

fn ≤ fm (24)

where d = λtnt
u
n + λcne

n
dD

u
n.

We know (24) is a convex function because its second-
order derivative with respect to fn is greater than zero on
constraint fn > 0, ∀n ∈ Nf. Therefore, we could obtain
the optimal solution of (24) by using Lagrangian multiplier
method as showed in Lemma 3.
Lemma 3: The optimal solution of (24) is

f optn =
⎧⎨
⎩

√
λtnCn
λcnec

,
∑

n∈Nf
f norn ≤ fm

fmkn∑
n∈Nf

kn
,
∑

n∈Nf
f norn > fm

(25)

where kn = √
λtnCn, f

nor
n =

√
λtnCn
λcnec

.
Proof: There are two cases for the second constraint

of (24) in which the optimal solution satisfies
∑
n∈Nf

fn < fm

or
∑
n∈Nf

fn = fm

For the first case
∑

n∈Nf
fn < fm, this problem will turn to

a simple convex problem with no constraint since the first
constraint can be ignore. And problem will get its mini-
mum as long as each Zfn gets minimum. So the computation
resource allocation will be

f optn =
√

λtnCn
λcnec

(26)

As for the second case, i.e.,
∑

n∈Nf
fn = fm, we could

rewrite (24) as

min
f

∑
n∈Nf

λtnCn
fn

+ λcnecfn

s.t. fn > 0, ∀n ∈ Nf∑
n∈Nf

fn = fm (27)

The problem (27) is a typical constrained optimization
problem. Then we can write (27) to Lagrange function as
follows

L(fn, μ) =
∑
n∈Nf

(
λtnCn
fn

+ λcnecfn

)
+ μ

⎛
⎝∑
n∈Nf

fn − fm

⎞
⎠ (28)

where μ is the nonnegative Lagrange multiplier.
By solving this optimization problem, we can get the

optimal solution of (27), which is expressed as

f optn = fm
√

λtnCn∑
n∈Nf

√
λtnCn

(29)

C. OVERALL ALGORITHM
In this part, an overall algorithm is proposed which combines
DRA and JOCRA as follows.
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Algorithm 2 Joint Optimization for Downlink Bandwidth
Allocation, Offloading Decision and Computation Resource
Allocation (JODOC)
1: Initialize t = 0, xn(0) = 1, n ∈ N , Nf = N
2: Get Zln
3: Get f (t) using (25)
4: Obtain downlink power allocation p by Algorithm 1
5: Obtain downlink bandwidth allocation w by (15)
6: repeat
7: t = t + 1
8: n∗ = arg max

n
{Zfn − Zln > 0, n ∈ Nf}

9: Nf = Nf − {n∗}
10: Update x(t) by setting xn∗(t) = 0
11: Update f (t) using (25)
12: Update Zfn = λtnt

u
n + λtnt

exe
n + λcnecfn

13: +λcne
n
dD

u
n, ∀n ∈ Nf

14: until Zfn − Zln ≤ 0,∀n ∈ Nf or Nf = φ

15: Output (x,w, p, f )

In Algorithm 2, we choose one UE each time to change
the offloading decision from xn = 1 to xn = 0 for updating
x(t). In t, the chosen UE may be not the best choice for the
next iteration, but it could make the next iteration to achieve
a better performance, which implies that with the iteration
goes on, the result will become better. Finally, the policy
cannot be improved no matter which UE is chosen to change
the offloading decision from xn = 1 to xn = 0 or Nf becomes
an empty set, which shows the termination of the algorithm.
Now we give a simple analysis of the complexity of our

proposed algorithm. The original problem is decomposed
into two subproblems. The first one in our algorithm is
DRA which is achieved by Lagrange multiplier method and
bisection mothed, hence the complexity is O(N2 log2

2pm
ξN ).

The second one in our algorithm is JOCRA. In each
iteration, the complexity of finding the offloading decision
and its computation resource allocation is O(N). Let β be
the number of iterations required to update the offload-
ing decision. Furthermore, β is less than the number of
UEs N, which makes the complexity O(N2) in the worst
case, i.e., all UEs need be executed locally. As a result,
the computational complexity of the proposed algorithm is
O(max{N2 log2

2pm
ξN ,N2}).

V. SIMULATION RESULTS
In this section, the proposed method is evaluated to inves-
tigate its performance and effectiveness in comparison with
four benchmark algorithms.

• Local Only: All UEs perform their tasks locally, i.e.,
xn = 0, n ∈ N . The computation resource f is allocated
by Lagrange multiplier method. DRA is employed to
obtain downlink bandwidth resource w and downlink
power resource p.

• All Offload: All UEs offload their tasks to the MEC
server, i.e., xn = 1, n ∈ N . DRA is employed to obtain

TABLE 1. The simulation parameters.

downlink bandwidth resource w and downlink power
resource p.

• Joint Offloading Decision, Bandwidth, and Computation
Resource Allocation (JOBCA) from [12]. This scheme
aims to minimize the total cost in terms of time delay
and energy consumption. We use the JOBCA scheme
to obtain offloading decision profile x and computation
resource profile f . DRA is employed to obtain downlink
bandwidth resource w and downlink power resource p.

• Joint Offloading and Computation Resource for
Minimizing Delay (JOCD): In this scheme, time delay
is considered as the only cost of task offloading. Task
offloading scheduling and computation resource alloca-
tion method from [13] is adopted to make offloading
decision x and allocate the computation resource f .
And DRA is employed to obtain downlink bandwidth
resource w and downlink power resource p.

A. PARAMETER SETTING
We consider a simulation scenario with the following setting
and the detail is showed in Table 1.

B. SIMULATION
Fig. 3 shows the comparison of the cost versus the number
of UEs under different algorithms. Overall, the cost of the
five different algorithms increases with the number of UEs.
The curve of our algorithm JODOC is always at the bottom,
which shows that JODOC has the best performance among
the five algorithms. The cost of ‘local only’ algorithm is
relatively large and grows at a basically linear rate as the
number of UEs increases. The cost of ‘all offload’ algo-
rithm grows sharply as the number of UEs increases, this is
because the resource of the MEC system, i.e., uplink band-
width and computation resource, is limited such that it cannot
afford too many UEs. The gap between ‘local only’ algo-
rithm and JODOC shows how much benefit can be obtained
from JODOC. And the benefit almost remains unchanged
when the number of UEs exceeds a certain threshold, which
means that the benefit of UEs from task offloading reaches
the upper limit in the given simulation scenario. The curves
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FIGURE 3. Cost versus the number of UEs under different algorithms.

FIGURE 4. Cost versus computation resource under different algorithms.

‘JOBCA’ and ‘JOCD’ are overlapping with ‘all offloading’
at the first stage. That is because, different from our scheme,
these two schemes will allocate all the computation resource
to offloaded tasks. Thus the cost will be relatively large even
though the number of UEs is small.
Fig. 4 shows the cost under different computation resource

of MEC (CPU frequency). As can be seen, JODOC performs
better than other algorithms. For JODOC, the cost will be
less with more computation resource fm at first. Then the
cost will remain unchange. This is because when the com-
putation resource of MEC is small, only a few tasks can
be offloaded to MEC server and benefit from offloading.
As the computation resource increasing, more tasks will be
offloaded to MEC and the total benefit will increase. Finally,
the computation resource increases to a relatively large value
and all the offloaded tasks can obtain their optimal resource
allocations, i.e., f optn , thus the cost will remain unchange.
For JOCD and JOBCA, their total cost is larger than ‘local
only’ when the computation resource of MEC is small. This
is because JOCD and JOBCA aims to minimize time delay

FIGURE 5. Percentage of computation resource of MEC usage.

and tradeoff of time delay and energy consumption, respec-
tively. And these two schemes tend to offload more tasks to
MEC server so to save the cost, but the benefit of time
delay and energy consumption is too little to cover the
cost of charge for computation resource. Then the cost of
JOCD and JOBCA will also be less with more computa-
tion resource fm, but it will increase with the computation
resource. This is because the offloaded tasks already get their
sufficient resource when the computation resource of MEC
is relatively large and the execution time will not decrease
significantly even if computation resource allocated to tasks
increase, such that under this condition, the cost from the
charge for computation resource dominates, so the total cost
will increase.
Fig. 5 shows percentage of MEC server resource usage

under different cases. JOBCA and JOCD will always use all
the computation resource. For JODOC, when the number of
UEs is small, the resource of MEC server will not be fully
used. The percentage of resource usage will grow with the
increasing of UEs number until it reaches to 1. If the number
of offloaded tasks and their tasks are fixed, we can obtain
the optimal computation resource allocation of UE n, i.e.,
f optn , using (26). Thus, the optimal computation resource of
MEC server can be estimated. We assume there are Nave UEs
requiring to offload their tasks to MEC server in average.
Cave and ec are average required CPU cycles of tasks and
the price of computation resource, respectively. We set that
λtn = λen = 0.5 and ec depends on charge policy. Then we
can we can estimate the optimal resource quantity of the
MEC server

f optm = Nave

√
Cave
ec

(30)

Fig. 6 shows the offloading number of UEs under different
algorithms. We can observe that the offloading number of
UEs first increases rapidly as the number of UEs increases,
then increases slowly, and finally remains stable when the
number of UEs exceeds a certain threshold. The reason is that
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FIGURE 6. Offloading number of UEs under different algorithms.

FIGURE 7. Cost versus uplink bandwidth under different algorithms.

each task can obtain enough computation resource in first
stage, so all UEs choose to offload their tasks. In the second
stage, each task gets less computation resource as the num-
ber UEs increases such that some UEs cannot benefit from
task offloading and choose local execution. Finally, only a
fixed number of UEs can benefit from task offloading and
others abandon offloading task. The JOCD and JOBCA tend
to offload more tasks of UEs to MEC server than JODOC.
The reason is that these two schemes are designed to min-
imize time delay and energy consumption, which can be
significantly reduced by task offloading, while JODOC will
suffer from the charge for computation resource and therefore
fewer tasks will be offloaded to MEC.
Fig. 7 shows how uplink bandwidth the total cost. It can

be observed that our proposed algorithm JODOC obtain
lower cost than JOBCA and JOCD. The cost of JODOC
will decrease with the uplink bandwidth resource and then
almost keeps unchange when the uplink bandwidth is rela-
tively large. That is because, uploading time tun of tasks is
large when the uplink bandwidth is small, and only a few
tasks can satisfy offloading conditions and are offloaded to

FIGURE 8. Offloading number under different charge policy ec .

the MEC server. When the uplink resource is abundant, the
uploading time tun of tasks becomes small, and more tasks
can satisfy offloading conditions and are offloaded to MEC
server. Finally, the uploading time almost reaches to 0 when
uplink bandwidth is very large.
From Fig. 8 we can clearly observe that the number of

offloading UEs will decrease with the increasing of ec. This
is because the cost of offloading tasks to the MEC server
becomes larger than that of local execution with the increas-
ing of ec, which means UEs could not benefit from task
offloading any more and the offloading number of UEs
become small. Specifically, when ec = 4, all UEs choose
not to offload their tasks to the MEC server because of the
huge charge.

VI. CONCLUSION
In this paper, we considered UEs will be charged for
MEC servers and jointly optimized the downlink resource
allocation, offloading decision and computation resource
allocation. Then we formulated it as an MIP problem to
get its optimal solution and decoupled the problem into two
subproblem. Finally, we proposed an iterative algorithm to
get its suboptimal solution. The simulation results show our
solution performs better than benchmark algorithms and the
MEC servers will not always be full load with the charge
constraint.
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