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In wireless networks, jamming is an easily mountable attack with detrimental effects on
the victim network. Existing defense strategies mainly consist of retreating from the jam-
mer or rerouting traffic around the jammed area. In this paper, we tackle the problem from
a different angle. Motivated by the high energy-consuming nature of jamming, we propose
our defense strategy to defeat the jammer by draining its energy as fast as possible. To gain
an in-depth insight on jamming and to evaluate the proposed defense strategy, we model
the interaction between the jammer and the victim network as a non-cooperative game
which is proven to admit two equilibria. We demonstrate analytically that the proposed
defense strategy can eliminate the undesirable equilibrium from the network’s perspective
and increase the jammer’s energy consumption at the remaining equilibrium without
degrading the performance of the victim network. We also investigate the game dynamics
by developing the update mechanism for the players to adjust their strategies based on
only observable channel information. Numerical study is then conducted to evaluate the
performance of the proposed strategy. Results demonstrate its effectiveness in defeating
jamming, especially when the jammer is aggressive.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

1.1. Background and motivation

It is widely recognized that the broadcast nature of the
shared wireless medium makes wireless networks extre-
mely vulnerable to various attacks ranging from the pas-
sive eavesdropping to the sophisticated manipulation of
routing information, among which an easily mountable
one with detrimental effects on the victim network is jam-
ming, a malicious attack whose objective is to disrupt the
communication of the victim network by intentionally
causing interference or collision at the receiver side. Usu-
ally launched at the PHY and MAC layers, jamming re-
. All rights reserved.
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quires no special hardware and can virtually paralyze any
wireless networks. [14] provides a taxonomy of different
types of jamming in wireless networks. The detrimental
degradation on throughput caused by the jamming attack
in IEEE 802.11 WLANs is demonstrated in [2], in which
the authors show that even the memoryless jamming at-
tack can reduce the network throughput by up to 90%.

Besides traditional spread spectrum techniques at the
physical layer (cf. [3,4]), the defense strategies in existing
literature mainly consist of retreating from the jammer
after detecting jamming or rerouting traffic around the
jammed area. In [1], Xu et al. propose two strategies to
evade jamming. The first strategy, channel surfing, is a
form of spectral evasion that involves legitimate wireless
devices changing the channel that they are operating on.
The second strategy, spatial retreats, is a form of spatial
evasion where legitimate devices move away from the
jammer. In [5], Wood et al. present a distributed protocol
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to map the jammed region so that the network can avoid
routing traffic through it. The solution proposed by Cagalj
et al. [6] uses different wormholes (wired wormholes, fre-
quency-hopping pairs, and uncoordinated channel hop-
ping) that lead out of the jammed region to report the
alarm to the network operator. In [7], Wood et al. investi-
gate how to deliberately avoid jamming in IEEE 802.15.4-
based wireless networks. A recently proposed strategy
consists of constructing a low-rate timing channel in the
physical layer in spite of the presence of the jammer
[11]. In [12], Awerbuch et al. propose a jamming-resistant
MAC protocol for single-hop wireless networks with prov-
able robustness against adversarial jammers. The authors
of [20] and [21] study the effect of adversarial jamming
in 802.11 networks.

Despite the different techniques used in existing solu-
tions, they usually require frequency hopping capability
or sufficient node mobility to avoid confronting the jam-
mer. Such requirements might be too expensive to imple-
ment or even impractical in some scenarios, e.g., single-
channel WLANs. Moreover, their effectiveness may be sig-
nificantly reduced if the jammer is strategic, e.g., mapping
the jammed area becomes more difficult if the jammer
keeps moving in an unpredictable fashion.

1.2. Paper overview

In this paper, we tackle the problem of defeating jam-
ming from a different angle. Our work is motivated by
the observation that although a jamming packet of a few
bits suffices to disrupt a transmitted packet, as argued in
[8], yet continuously transmitting the jamming packets is
energy-consuming and may quickly drain the energy of
the jammer with limited battery supply. In other words,
a jammer with limited energy resource can never succeed
jamming the victim network for any extended period of
time. This is especially the case where the jammer is re-
stricted to a configuration similar to that of ordinary net-
work nodes with limited energy resource such as laptops,
e.g., an attacker with a mobile device aiming at jamming
the WiFi-based hotspots in an airport. Given the above
argument, an alternative defense strategy against jamming
besides passively retreating, especially when it is impossi-
ble to move away from the jammer, is to actively fight the
jammer face-to-face by draining its energy as fast as
possible.

Following the above line of defense, we proceed our
analysis as follows. Firstly, we formulate jamming as an
optimization problem for the jammer whose goal is to
block the communication of the victim network as long
time as possible under its energy constraint. To this end,
it controls the probability of transmitting jamming packets
to strike a balance between keeping a high jamming
probability and limiting the energy consumption. On the
network side, each node adapts its channel access proba-
bility to maximize its utility under the jamming attack.
We model the interaction between the jammer and the
network as a non-cooperative game G. We show that G
has two Nash equilibria (NE) and at one of them, the
jammer can paralyze the network with little energy con-
sumption. To avoid this inefficient NE for the network,
we propose our defense strategy by introducing the anti-
jammer, a special node dedicated to draining the jammer’s
energy. To achieve its goal, the anti-jammer configures the
probability of transmitting bait packets to attract the jam-
mer to transmit. We then formulate the new jamming
game G0 with the anti-jammer and show that G0 admits a
unique NE where if the anti-jammer chooses its strategy
wisely, the network utility remains the same as that in G,
but the jammer’s energy consumption increases signifi-
cantly. Next, we extend our efforts to investigate the
dynamics of G0 by developing an update mechanism in
which the anti-jammer and network nodes adjust their
transmission strategies based on only observable channel
information.
1.3. Related work on game theoretical analysis on jamming

Recently, applying game theory [18] in different areas
of wireless communication has attracted considerable re-
search attention. Concerning jamming, Mallik et al. [13]
model the problem of a victim node and a jammer trans-
mitting to a common receiver in an on–off mode as a
two-person zero-sum noncooperative dynamic game.
Structures of steady-state solutions to the game are then
investigated. Sagduyu et al. [15] model the denyof-service
(DoS) attacks as stochastic games among non-cooperative
selfish nodes that randomly transmit packets to a common
receiver and malicious nodes with the dual objectives of
blocking the packet transmissions of the other selfish
nodes as well as optimizing their individual performance.
The NEs are analyzed and the network performance is
compared with the cooperative equilibrium. In [16], Li
et al. formulate the jamming attack as optimization prob-
lem as well as max–min problem and derive the optimal
attacking strategy for the jammer to maximize the dura-
tion before being detected and the optimal defense strat-
egy for the defender to alleviate the attack damage.
Altman et al. study the jamming game in wireless net-
works with transmission cost [9] and with partially avail-
able information [10].
1.4. Summary of contribution and paper organization

Compared with existing work, the focus of our work is
not only to alleviate the damage caused by the jammer,
but also to fight the jammer actively by draining its energy
as quickly as possible. The main contributions of our work
can be summarized as follows:

� Game theoretic framework: we establish a game theo-
retic model between the victim network and the
energy-limited jammer and derive the NE.
� Active defense strategy: we propose an active defense

strategy against jamming and demonstrate its benefits
via both mathematical analysis and numerical
experiment.
� Distributed strategy update mechanism: we derive a dis-

tributed update mechanism in which the anti-jammer
and network nodes adjust their strategies based on
observable channel information.
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The rest of this paper is organized as follows. Section 2
introduces the network model with related assumptions.
Section 3 formulates the jamming game and derives the
resulting NEs. Section 4 presents and analyzes our defense
strategy. Section 5 and 6 focus on the distributed update
mechanism and the implementation issues. Section 7 pre-
sents numerical results to evaluate the performance of the
proposed defense strategy. Finally, the paper is concluded
by Section 8.

2. Network model and problem formulation

We consider a single-hop wireless network consisting
of a set N of n nodes operating on the following general-
ized version of the slotted-Aloha protocol to access the
shared wireless medium: Time is divided into synchro-
nized slots. Each node can send one packet in a slot. If a
node has a packet to send, it transmits during the next slot
with probability p called channel access probability. Since
the above generalized slotted-Aloha scheme is the root of
various medium access control protocols widely used now-
adays, basing our analysis on it makes our results a generic
framework easily extensible to other protocols.

In our study, we focus on the extreme case where all
network nodes are continuously backlogged, i.e., they al-
ways have packets to transmit. The transmission is suc-
cessful if there is no collision with other transmissions.

As discussed in Introduction, jamming is a DoS attack
whose goal is to disable the communication of the victim
network by intentionally causing collisions. To mount such
attack, the jammer senses the wireless channel and trans-
mits a jamming packet colliding with legitimately trans-
mitted packets if the channel is not free. In this paper,
we focus on energy-limited strategic jammer aiming at
keeping the communication of the victim network blocked
as long time as possible under its energy budget. To this
end, it configures the probability of transmitting jamming
packets to strike a balance between keeping a high jam-
ming probability and limiting the energy consumption.
Mathematically, the jammer’s strategy is modeled by the
following optimization problem PJ

PJ : max
06h61

TJ

s:t: S 6 S0;

where h denotes the jammer’s strategy, i.e., the probability
of transmitting jamming packets, TJ denotes the expected
time during which the communication of the victim net-
work is blocked by the jammer, S denotes the throughput
of the victim network, S0 denotes the threshold of effective
jamming from the jammer’s perspective, i.e., to block the
communication of the victim network, it has to limit S
not to exceed S0.

Let p denote the channel access probability of the net-
work nodes, the network throughput can be expressed as
S = np(1 � p)n�1(1 � h). PJ can thus be translated to the fol-
lowing optimization problem P0J:

min
06h61

UJ ¼ ½1� ð1� pÞn�h

s:t: npð1� pÞn�1ð1� hÞ 6 S0:
UJ can be seen as the expected energy consumption of the
jammer per slot, given that the energy of transmitting one
jamming packet is normalized to 1. As mathematically
characterized by P0J, a strategic jammer searches to block
the victim network while minimizing its energy
consumption.

At the victim network side, it reacts strategically to
operate the most efficiently possible under jamming. Spe-
cifically, the network nodes adapt their channel access
probability p to maximize the utility function UN that re-
flects the difference between the throughput reward and
the transmission cost, i.e.,

UN ¼ npð1� pÞn�1ð1� hÞ � npc;

where the throughput reward is normalized to 1 and c 6 1
denotes the transmission cost. To simplify our study, we
assume that the transmission cost is the same for all pack-
ets. Moreover, throughout this paper, to avoid the trivial
case where the jammer has no incentive to launch jam-
ming attack, we impose the following assumption on S0:

S0 < np̂ð1� p̂Þn�1
; ð1Þ

where p̂ ¼ arg max06p61npð1� pÞn�1 � npc. Generally, for
the jamming to be effective, S0 should be sufficiently small.
The smaller S0 is, the more effective the jamming is (also
the more aggressive the jammer is). In this paper, we are
especially interested in the aggressive case with small S0.

To concentrate on the essential properties of jamming
and the proposed defense strategy, we limit our study to
jamming at PHY/MAC layers. The jammer does not inter-
pret the semantics of the packets to determine which pack-
et to jam. Interested readers are referred to [8] for such
intelligent jamming attacks in IEEE 802.11 DCF, which
are out of the scope of this paper. Despite some simplifica-
tions made in our model, the analysis of the jamming at-
tacks and the derived defense strategy are far from trivial
and indeed provide valuable insight on the topic, as shown
in the reminder of the paper.

3. Jamming game analysis

We model the interactions between the jammer and the
victim network as a non-cooperative jamming game G, de-
fined as follows:

Definition 1. The non-cooperative jamming game G is a 3-
tuple ðP;A;UÞ, where P ¼ fJ ;Ng denotes the player set
consisting of the jammer J and the victim network
N ;A ¼ ½0;1� � ½0;1� denotes the strategy space,
U ¼ fUN;UJg denotes the utility function set. The player
J ðN Þ selects its strategy h(p) to minimize (maximize) its
utility UJ (UN).

The solution of the jamming game G is characterized by
Nash equilibrium (NE) [18], a strategy profile from which
no player has incentive to deviate unilaterally. Our focus
in this section is to derive and analyze the NE(s) of G.

Theorem 1. Let k , S0
c and AðkÞ ,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ kÞ2 � 4

n k
q

;G admits
two NEs: p�1 ¼ 0; h�1 ¼ 1 and p�2 ¼

1þk�AðkÞ
2 ; h�2 ¼

1� 2nS0

nð1þk�AðkÞÞð1�kþAðkÞÞn�1.
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Proof. We proceed by distinguishing two cases of NE:

Case 1: the NE is on the border of the strategy space. In this
case, it is easy to check that only p⁄ = 0, h⁄ = 1 satisfies
the NE definition.
Case 2: the NE is the non-border point of the strategy
space: 0 < p⁄, h⁄ < 1. In this case, for the network, the
global maximum of its utility function is achieved at
inner point where @UN

@p ¼ 0, or
ð1� p�Þn�2ð1� np�Þð1� hÞ ¼ c: ð2Þ
On the other hand, at the NE it holds that

S ¼ np�ð1� p�Þn�1ð1� h�Þ ¼ S0: ð3Þ

Otherwise, if S > S0, the jammer has incentive to unilat-
erally decrease h⁄, which contradicts with the definition
of NE. h

Combining (2) and (3), we can solve p⁄ and h⁄ as

p� ¼ 1
2 1þ k�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ kÞ2 � 4

n k
q� �

¼ 1þk�AðkÞ
2 ;

h� ¼ 1� 2nS0

nð1þk�AðkÞÞð1�kþAðkÞÞn�1 :

8><>: ð4Þ

The following two lemmas guarantee that the derived
solution (p⁄,h⁄) in (4) is a NE. Lemma 1 proves that it is
an inner point of the strategy space. Lemma 2 shows that
UN(p⁄,h⁄) > 0.

Lemma 1. It holds that k
nð1þkÞ < p� < min 1

n ;
k
n

� �
and 0 < h⁄

< 1.
Proof. To prove k
nð1þkÞ < p� < min 1

n ;
k
n

� �
, we rewrite p⁄ in

(4) as

p� ¼ 1
2

4k
n

1þ kþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ kÞ2 � 4

n k
q :

On the other hand, we have:ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ kÞ2 � 4

n k
q

< 1þ k;ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ kÞ2 � 4

n k
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� kÞ2 þ 4 1� 1

n

� �
k

q
> j1� kj:

8><>:
It follows that k

nð1þkÞ < p� < min 1
n ;

k
n

� �
. We next prove

0 < h⁄ < 1. It is obvious that h⁄ < 1. Suppose, by contradic-
tion, that h⁄ 6 0, it follows from (1) and (2) that

np�ð1� p�Þn�1 P np̂ð1� p̂Þn�1
> S0 P

S0

1� h�
;

which contradicts with (3). h
Lemma 2. It holds that UN(p⁄,h⁄) > 0.
Proof. Noticing (3), we have
UNðp�; h�Þ ¼ np�ð1� p�Þn�1ð1� h�Þ � np�c ¼ np�
S0

np�
� np�c

¼ np�c
k

np�
� 1

	 

:

It follows from Lemma 1 that UN(p⁄,h⁄) > 0. Combining the
above analysis in Case 1 and Case 2, we conclude our proof
of Theorem 1. h

As an important implication of Theorem 1, the network
is paralyzed (S = 0) at the border NE where the jammer
adopts the most aggressive strategy by setting h⁄ to 1
and the network nodes keep silent.

In contrast to the common sense that the jamming at-
tack is usually very energy consuming, Theorem 1 shows
that the jamming attack is very cost-effective at the border
NE. This is due to the fact that any rational node in the vic-
tim network, aware of the existence of the jammer, will not
attempt to send any packet, which brings no gain but a
waste of energy. Take the IEEE 802.11 WLAN as an exam-
ple, the rationality of nodes leads to doubling the value
of the contention window (CW) after each collision. In such
context, the jammer makes the network node repeatedly
double the CW value until finally the transmission attempt
is given up, which corresponds to the border NE in
Theorem 1. Consequently, the jammer can disrupt the
communication of the victim network with little energy
consumption.
4. Proposed jamming defense strategy

Motivated by the analytical results of previous section,
especially the detrimental damage caused by the jammer
at the border NE, we propose our jamming defense strat-
egy in this section. Different form existing solutions that
retreat from the jammed area or switch to other channels
to avoid being jammed, our approach tackles the problem
from a new angle, which is inspired from the following
philosophy:

The best defense is an offense.
Applying the above philosophy in our context, we pro-

pose our jamming defense strategy consisting of actively
fighting the jammer face-to-face by draining its energy as
fast as possible. The task of fighting against the jammer
is designated to a special network entity referred to as
anti-jammer. Several practical implementations are possi-
ble: e.g., the anti-jammer can be a network node disposing
a large amount of energy; or, the role of the anti-jammer
can be assigned to all network participants in a distributed
way, i.e., each node serves as the anti-jammer for a certain
period of time for the interests of the whole network. With
the goal of draining the jammer’s energy, the anti-jammer
transmits a bait packet indistinguishable from legitimate
packets at probability q at each slot to attract the jammer
to emit the jamming packet.

In the sequel, we formulate the new jamming game G0

with the anti-jammer and characterize the resulting NE.
The central questions we pose in order to study the perfor-
mance of the proposed defense strategy are: (1) Does G0

have NE? (2) If so, is it unique and can players converge
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to the NE? (3) How does the NE compare with the NEs in
Theorem 1? Is it more desirable for the network?

4.1. Jamming game with anti-jammer

In this subsection, we study the jamming game G0 con-
sisting of the victim network of n nodes, a jammer and an
anti-jammer, based on the same network model as in G.
The only difference is that the anti-jammer is introduced
operating on q to fight against the jammer. In this new con-
text, the network throughput becomes S = np(1 � p)n�1

(1 � q)(1 � h). The utility function of the network can be
written as:

UN ¼ npð1� pÞn�1ð1� qÞð1� hÞ � npc:

The jammer’s optimization problem P0J becomes

min
06h61

UJ ¼ ½1� ð1� pÞnð1� qÞ�h

s:t: npð1� pÞn�1ð1� qÞð1� hÞ 6 S0:

The following theorem establishes the NE of G0.

Theorem 2. If q > 0, G0 admits a unique NE (p⁄,h⁄).
1. If the following condition holds
nð1� qÞð1þ k� AðkÞÞð1� kþ AðkÞÞn�1
> 2nS0; ð5Þ

p� ¼ 1þk�AðkÞ
2 ;

h� ¼ 1� 2nS0

nð1�qÞð1þk�AðkÞÞð1�kþAðkÞÞn�1 :

8<: ð6Þ
2. If the condition (5) does not hold,
p� ¼ arg max
p

ð1� qÞpð1� pÞn�1 � cp;

h� ¼ 0:

(
ð7Þ
Proof. We distinguish two cases: (1) The NE is the inner
point of the strategy space and (2) The NE is at the border.
We start by examine the inner NE. Let c0 , c

ð1�qÞ ; S
0
0 ,

S0
ð1�qÞ,

the non-border NE (p⁄,h⁄) can be derived following exactly
the same way as case 2 in the proof of Theorem 1. The con-
dition of the derived solution to be the non-border NE is
0 < p⁄, h⁄ < 1, which is satisfied if and only if (5) holds. It
can be further shown that in this case, there is no border
NE.

On the other hand, if (5) does not hold, G0 does not have
non-border NE. In this case, by checking the border of the
strategy space, we can show that the only NE is p⁄ = arg-
maxp (1 � q)p(1 � p)n�1 � cp and h⁄ = 0. h

Theorem 2 establishes the existence and uniqueness of
the NE and quantifies the relation between different
parameters (S0,c and q) and the resulting NE. Theorem 2
implies that by properly setting q, the border NE in Theo-
rem 1 where the jammer can paralyze the network with
little energy consumption can be eliminated in G0 and the
game reaches a more desirable NE (6) from the network’s
perspective. In this regard, the anti-jammer plays the role
of refining NE by eliminating the undesirable equilibrium.
In the following corollary, we provide a simplified nec-
essary condition on q to ensure that the unique NE is the
non-border NE derived in (6).

Corollary 1. G0 admits a unique non-border NE (p⁄, h⁄)
given by (6) if the following sufficient condition holds:

ð1� qÞk
1þ k

1� k
nð1þ kÞ

� �n�1

> S0:
Proof. Following Lemma 1, we have

ð1� qÞnp�ð1� p�Þn�1
>
ð1� qÞk

1þ k
1� k

nð1þ kÞ

	 
n�1

:

Hence, if ð1�qÞk
1þk 1� k

nð1þkÞ

� �n�1
> S0, it holds that

(1 � q)np⁄(1 � p⁄)n�1 > S0. From Theorem 2, G0 admits a un-
ique non-border NE (6). h

Corollary 1 provides a guideline for the anti-jammer to
choose its strategy q to avoid the less desirable NE. In the
asymptotic scenario where n� 1, noticing that k = S0/c,
after some mathematical arrangement, the sufficient con-
dition in Corollary 1 can be further simplified to
q < 1� ðS0 þ cÞe k

1þk.

4.2. NE analysis: comparison with G

After solving the NE of G0, it is natural and interesting to
compare the non-border NE of G0 given in (6) with the non-
border NE of G derived in (4). As can be seen from (4) and
(6), the network utility UN is the same at the two non-bor-
der NEs. In the following theorem, we investigate the jam-
mer’s utility UJ at the non-border NE of G and G0.

Theorem 3. By wisely choosing q, the anti-jammer can
increase the jammer’s energy consumption at the non-border
NE under the following condition:

S0 < np�ð1� p�Þ2n�1
; ð8Þ

where p� ¼ 1þk�AðkÞ
2 .
Proof. Let UG
J and UG0

J denote the jammer’s utility at the
non-border NE of G and G0, we have

UG
J ¼ ½1� ð1� p�Þn� 1� S0

np�ð1� p�Þn�1

" #
;

UG0

J ¼ ½1� ð1� p�Þnð1� qÞ� 1� S0

np�ð1� p�Þn�1ð1� qÞ

" #
;

where p� ¼ 1þk�AðkÞ
2 . After some straightforward mathematic

manipulations, we get

UG0

J � UG
J ¼ ð1� p�Þnq 1� S0

np�ð1� p�Þ2n�1ð1� qÞ

" #
:

Under the condition (8), if 0 < q < 1� S0

np�ð1�p�Þ2n�1, we have
UG0

J > UG
J , i.e., the existence of the anti-jammer actually

can increase the jammer’s energy consumption at the
non-border NE.
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On the contrary, if S0 P np⁄(1 � p⁄)2n�1, then it follows
that:

1� S0

np�ð1� p�Þ2n�1ð1� qÞ
6 1� S0

np�ð1� p�Þ2n�1 6 0;
i.e., U2
J 6 U1

J . In this case, regardless of the value of q, the
anti-jammer cannot increase the jammer’s energy con-
sumption. h

In the following corollary, we provide a simplified suffi-
cient condition under which the result of Theorem 3 holds.

Corollary 2. If S0 þ c < 1� 1
n

� �2n�1, or if S0 + c < 1/e2 when
n� 1, the anti-jammer can increase the jammer’s utility at
the NE by wisely choosing q.
Proof. Recall Lemma 1, we have:

S0 þ c < 1� 1
n

	 
2n�1

! S0
1þ k

k
< 1� 1

n

	 
2n�1

! S0

< np�ð1� p�Þ2n�1
:

From Theorem 2, this indicates that by choosing proper q,
the anti-jammer can increase the jammer’s utility at the
non-border NE. When n� 1, the above sufficient condition
becomes S0 + c < 1/e2. h

As a summary of previous analysis, we have demon-
strated via Theorem 2 and 3 the following benefits of the
proposed defense strategy. Theorem 2 states that if q is
properly chosen, the jamming game admits a unique
non-border NE given in (6). Compared with the non-border
NE in G without anti-jammer, the network gets the same
payoff at the non-border NE in G0. Theorem 3 further shows
that under the condition (8), the jammer consumes more
energy. In this perspective, our solution not only can elim-
inate the undesirable NE (the border NE in G), but also can
increase the jammer’s energy consumption at the remain-
ing NE. As a result, under the condition of (8) which is
especially true for aggressive jammer, our solution can
force the jammer to spend its energy more quickly without
degrading the network performance.

Theorem 3 quantifies the condition under which
UG

J P UG0

J . Next we provide a qualitative explication on
the implication behind. The goal of introducing the anti-
jammer is to increase the jammer’s energy consumption
without degrading the network performance. From an-
other angle, the anti-jammer can be regarded as a jammer
that jams the traffic of both the network and the jammer,
the latter being our objective while the former the side ef-
fect. When the condition (8) is met, i.e., S0 + c is sufficiently
small, the cost of jamming the network traffic is less than
the gain of jamming the jammer. In contrast, if the condi-
tion is not met, the benefit of introducing the anti-jammer
is counter-balanced by its side effect, i.e., the anti-jammer
actually helps the jammer jam the network. In this sense,
introducing the anti-jammer to counter jamming is like
using a ‘‘double-bladed sword’’ which brings both benefit
and side effect. Therefore, the strategy of the anti-jammer
q should be carefully chosen so as to strike a balance be-
tween maximizing the benefit and limiting the side effect.
4.3. Choosing optimal value of q

In this subsection, we seek the optimal value of q that
achieves the above balance, i.e., we solve the optimal value
of q that maximizes the jammer’s energy consumption at
the non-border NE under the condition (8).

Theorem 4. Under the condition (8), the optimal strategy for
the anti-jammer is q� ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S0

np�ð1�p�Þ2n�1

q
.

Proof. From (6), at the non-border NE, we have

UG0

J ¼ ½1� ð1� p�Þnð1� qÞ� 1� S0

np�ð1� p�Þn�1ð1� qÞ

" #
:

By imposing
@UG0

J

@q ¼ 0, the optimal value of q can be solved
as

q� ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S0

np�ð1� p�Þ2n�1

s
: ð9Þ

A necessary condition that q⁄ given by (9) is the optimal
value is that G0 has a unique non-border NE and
0 < q⁄ < 1. From Theorem 2, this can be translated to check
whether the condition (5) holds or not. We proceed our
analysis as follows:

nð1� q�Þð1þ k� AðkÞÞð1� kþ AðkÞÞn�1 > 2nS0

 np�ð1� p�Þn�1ð1� q�Þ > S0 From ð9Þ

 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nS0p�

ð1� p�Þ

s
> S0 Noticing p� < 1

 np�ð1� p�Þ2n�1
> S0 From ð8Þ

The above shows that (5) holds, q⁄ is the optimal strategy
to drain the jammer’s energy, which concludes our proof.
h

4.4. Further discussion and limitation of proposed strategy

It is insightful to note that the interactions among the
network, the jammer and the anti-jammer can be modeled
by a Stackelberg game [18], in which the anti-jammer is
the leader, the network and the jammer are the followers.
The followers choose their strategies p and h to maximize
and minimize their utility function UN and UJ based on the
leader’s strategy q. The leader chooses its strategy q to max-
imize its utility function (i.e., the jammer’s energy consump-
tion), taking into account that the followers will
subsequently choose their strategy to greedily maximize/
minimize their own payoff. Apply our analysis in this sec-
tion, the Stackelberg game admits a unique NE (q⁄,p⁄,h⁄) un-
der the condition (8).

We conclude this section by discussing the limitations
of the proposed defense strategy. Firstly, our solution aims
at draining the jammer’s energy rather than coping with
jamming. As a result, although the jammer consumes more
energy to mount the jamming attack, yet the communica-
tion of the victim network is disrupted as long as the jam-
mer does not use up its battery. Secondly, as discussed in
the beginning of Section 4, the role of anti-jammer can
be designated to the network node disposing a large
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amount of energy or to all network participants in a
distributed way, e.g., network participants can form a
defense ring in which each member on the ring assures
for one time period the task of the anti-jammer. In this re-
gard, the altruism of the anti-jammer is implicitly as-
sumed. However, this assumption is not always valid,
especially in open environments where network partici-
pants are selfish and have no incentive to spend their
own energy for the interests of the common, including
themselves. In such cases, incentive mechanisms [19] are
needed to avoid the above common dilemma. Thirdly, as
shown in Theorems 2 and 3 as well as the numerical exper-
iments presented later, the proposed solution is less effec-
tive when the jammer acts more mildly by operating on
large S0. It is insightful to note that in such cases, the attack
is no more a jamming attack in the strict sense in that the
jammer’s goal is not to block the network communication
as that of pure jamming with S0 sufficiently small, but
rather to limit the network throughput with a mild thresh-
old S0.

5. Game dynamics and distributed strategy update

In the previous section, we have studied some struc-
tural properties of the NE in the jamming game with the
anti-jammer and demonstrated the benefits of the pro-
posed defense strategy. In this section, we extend our ef-
forts to study the game dynamics. More specifically, we
develop distributed strategy update mechanisms for play-
ers to adjust their strategies to converge to the equilibrium
based on only observable channel information.

We start with the victim network. The core idea is to
adjust the strategy (i.e., channel access probability) based
on local channel information to gradually converge to the
system optimum. Noticing that the objective of the net-
work nodes is to maximize the global network utility un-
der jamming, we propose the following distributed
update mechanism of the channel access probability:

piðt þ 1Þ ¼ piðtÞ þ k ð1� qÞð1� hÞð1� npiðtÞÞð½

�
Y

j2N ;j–i

ð1� pjðtÞÞ � ð1� piðtÞÞc
!#pmax

0

; ð10Þ

where t is the iteration index, ½x�ba denotes max
{a,min{b,x}}, k is the step size, pmax 2 (0,1) is the system
parameter.

Theorem 5. Under the condition (8), if ð1�qÞð1�hÞð1�npmaxÞ
1�pmax

<

c < ð1� qÞð1� hÞð1� pmaxÞ
n�1, the update scheme (10) has

a unique fixed point, which is also the optimal point where the
global network utility is maximized.
Proof. The proof, detailed in Appendix, consists of two
steps: we first show that any border point cannot be a fixed
point of (10); we then focus on the non-border fixed point
and prove that f~pg is the only non-border fixed point of
(10), where ~p is the root of (1 � q)(1 � h)(1 � p)n�2

(1 � np) = c. It is easy to see that f~pg is also the optimal point
where the global network utility is maximized. h
Remark. (10) can be seen as a subgradient strategy update
scheme that gradually approaches the fixed point, which
corresponds to the global optima.

We then analyze the jammer’s strategy. Noticing that the
jammer’s utility is to minimize its energy consumption
while limiting the network throughput S 6 S0, for the iter-
ation t + 1, its best strategy h(t + 1) can be derived by

S0 ¼ ½1� hðt þ 1Þ�ð1� qÞ
X
i2N

piðtÞ
Y

j2N ;j–i

ð1� pjðtÞÞ:

However, in practice, since the jammer cannot distinguish
the traffic of the anti-jammer and that of an ordinary node,
it is impossible to compute h(t + 1) from the above equa-
tion. We thus consider in our study a more practical update
scheme for the jammer in which it chooses the smallest h
such that the aggregated throughput including the anti-
jammer’s traffic is no more than aS0, where a P 1 is a tol-
erant factor, i.e.,

½1� hðt þ 1Þ� ð1� qÞ
X
i2N

piðtÞ
Y

j2N ;j–i

ð1� pjðtÞÞ þ q
Y
j2N
ð1� pjðtÞÞ

" #
6 aS0:

a = 1 corresponds to the scenario in which the jammer is
not aware of the existence of the anti-jammer or it wants
to limit the network throughput regardless of the anti-
jammer’s strategy q. This update scheme can be formally
expressed as:

hðt þ 1Þ

¼ 1� aS0

ð1� qÞ
P

i2N piðtÞ
Q

j2N ;j–ið1� pjðtÞÞ þ q
Q

j2N ð1� pjðtÞÞ

" #1

0

:

ð11Þ

In the following theorem, we analyze the equilibrium of G0

under the update scheme (10) for the network nodes and
(11) for the jammer.

Theorem 6. The strategy update scheme in which the
network nodes follow (10) and the jammer follows (11)
admits a unique fixed point under the following condition:

aS0
ð1�pmaxÞn

< q 6 n
nþ1 ;

ðn�1Þpmax
1�pmax

þ q
1�q <

aS0
c < pmaxð1�pmaxÞ

1�npmax
þ ð1�pmaxÞ2

1�npmax

q
1�q :

8<: ð12Þ

Specifically, the fixed point coincides with the non-border
NE (p⁄,h⁄) derived in (6) if a S0 = (1 � h⁄)[q(1 � p⁄)n +
n(1 � q)p⁄(1 � p⁄)n� 1].
Proof. Please refer to Appendix for detailed proof. h

Theorem 6 states that G0 has a unique NE under the up-
date scheme (10) and (11). In Section 7, the game dynamics
of G0 (i.e., the convergence to the unique equilibrium) is fur-
ther studied via simulation under the above update scheme.

We conclude this section by analyzing the anti-jam-
mer’s strategy q, which should be carefully tuned in order
to achieve a balance between maximizing the benefit and
limiting the side effect, as discussed in the end of Sec-
tion 4.2. Noticing that calculating the optimal value of q re-
quires the knowledge of a which is not available to the
anti-jammer, we propose the following adaptive recursive
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search method to find the locally optimal value of q. We
evaluate the proposed method via simulation in Section 7.

1. Set Dq, e to some small values, T a sufficient long time
for convergence. Initialize q(0) = 0. Set m = 0.

2. Set m = m + 1, wait time T for the players to converge,
then estimate the jammer’s utility UJ(m).1

(a) If UJ(m) > UJ(m � 1), set q(m + 1) = q(m) + Dq.
(b) If UJ(m) < UJ(m � 1), set q(m + 1) = q(m) � Dq.

3. Stop until jUJ(m) � UJ(m � 1)j < eUJ(m).

6. Implementation issue

Previously, we have investigated the dynamics of G0 and
the distributed strategy update scheme for players to con-
verge to the unique operating point. However, for the net-
work nodes and anti-jammer, since they usually do not
have access to the access probability of others, they cannot
directly implement the discussed update scheme. In this
section, we address this implementation issue, more spe-
cifically, how to estimate ð1� qÞð1� hÞ

Q
j2N ;j–ið1� pjÞ for

node i to compute pi(t) based on (10) and how to estimate
UJ for the anti-jammer to update q.

Our solution is based on the Idle Sense approach (see
[17] for a detailed description) allowing a player to esti-
mate the channel condition by observing the average num-
ber of consecutive idle slots between two transmission
attempts. As a desirable property, our solution is based
on only observable information and does not generate
any additional message.

We start with the network nodes. Let Pidle ¼ ð1� qÞ
ð1� hÞ

Q
j2N ð1� pjÞ be the probability of an idle slot and

nidle be the number of average consecutive idle slots
between two transmission attempts, it holds that nidle ¼

Pidle
1�Pidle

. It follows that:

ð1� qÞð1� hÞ
Y

j2N ;j–i

ð1� pjÞ ¼
nidle

nidle þ 1
� 1
1� pi

:

Since node i knows its own strategy pi(t) and can observe
nidle(t), it can compute p(t + 1) based on (10).

We then turn to the anti-jammer who needs to estimate
UJ = [1 � (1 � p)n(1 � q)]h, where p and h is the converged
value of piðtÞ;8i 2 N and h(t). To this end, it estimates the
network throughput as S ¼ Ns

Nt
, where Ns is the number of

successful transmission on the channel within Nt, the mea-
suring period. It then can establish the equation

nð1� qÞð1� hÞpð1� pÞn�1 ¼ Ns

Nt
: ð13Þ

On the other hand, apply the Idle Sense approach, we have

ð1� qÞð1� hÞð1� pÞn ¼ Pidle ¼
nidle

nidle þ 1
; ð14Þ

which is observable to the anti-jammer. By (13) and (14),
the anti-jammer can solve p and h to further estimate UJ.

At the end of this section, we take ð1� qÞð1� hÞQ
j2N ;j–ið1� pjÞ as an example to investigate the accuracy
1 How to estimate UJ is addressed in Section 6.
of the estimation of our solution. Based on the central limit
theory, given m samples of nidle, we have

lim
m!1

P
nidle � Pidle

1�Pidle

r=
ffiffiffiffiffi
m
p












 6 z

 !
¼ 1ffiffiffiffiffiffiffi

2p
p

Z z

�z
e�r2=2dr;

where r is the variance of nidle.
Hence, ð1� qÞð1� hÞ

Q
j2N ;j–ið1� pjÞ can be precisely

estimated if sufficient samples on nidle is collected. How-
ever, this requires long periods of observation and may
lead to slower convergence rate. Therefore, there is a trade-
off between the accuracy of the observation and the delay
of convergence. Based on the experiments we conduct,
m = 10 	 25 achieves fairly good estimation with a reason-
able convergence delay.

7. Numerical results

In previous study, we establish a game theoretic model
on jamming with the proposed defense strategy and per-
form mathematical analysis on the existence, uniqueness
of the NE and the game dynamics. In this section, we con-
duct numerical study to gain more in-depth insight on the
NE and the performance of the defense strategy, which
cannot be derived directly from analytical results.

7.1. NE analysis of G and G0

We start with the numerical analysis of the NE of the
jamming game formulated previously, both with and with-
out anti-jammer. We simulate a single-hop wireless net-
work of 10 nodes. The transmission cost c is set to 0.01.
Fig. 1 plots the non-border NE of G derived in Theorem 1
as a function of S0. Fig. 2 plots the optimal strategy of the
anti-jammer q⁄ and the NE of G0 as a function of S0 when
the anti-jammer operates on q⁄. As shown in the results
for both cases, when the jammer becomes more aggressive,
i.e., S0 becomes smaller, it tends to increase the jamming
probability at the NE. Consequently, the victim network re-
acts by decreasing their transmission probability at the NE.
The optimal strategy of the anti-jammer also becomes
more aggressive. Moreover, it can be checked that when
q ? 0+, the condition (5) equals to S0 < 0.14. This is con-
firmed by the numerical results in Fig. 2 that q⁄ > 0 when
0

Fig. 1. Non-border NE of G.
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approximately S0 < 0.14. As q⁄ tends to 0, the NE of G0 coin-
cides with the non-border NE of G, as shown in Fig. 1 and 2.

7.2. Performance evaluation of proposed defense strategy

We then evaluate the performance of the proposed de-
fense strategy by comparing the jammer’s utility UJ at the
non-border NE of G and the unique NE of G0, as plotted in
Fig. 3. It is insightful to notice that the jammer’s energy
consumption at the non-border NE of G first increases
sharply w.r.t. S0 and then decreases mildly when S0 is large.
In fact, with the increase of S0, p⁄ increases and h⁄ de-
creases. Noticing that UJ is increasing in p⁄ and h⁄, the re-
sults in Fig. 3 indicates that UJ is much more sensible to
p⁄ than to h⁄with small S0 and less sensible to p⁄with large
S0. This observation shows that the more aggressive jam-
ming is also more cost-effective in terms of energy. In this
sense, the border NE in G can be regarded as an extreme
scenario where the jammer paralyzes the network with lit-
tle energy consumption, as discussed in Section 3.

In contrast, when the proposed defense strategy is
implemented, UJ decreases monotonously in S0 at the NE,
as shown in Fig. 3. As observed from Fig. 2, the anti-jam-
mer acts more aggressively when the jammer is more
aggressive, i.e., S0 is small. Noticing that UJ is increasing
in q, the interesting observation in Fig. 3 indicates that
the influence of q on UJ outweighs that of p on UJ when
S0 is small, thus UJ increases when S0 decreases in G0. From
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Fig. 3. Comparison of UJ in G and G0 .
Fig. 3, we can also see that the jammer consumes more en-
ergy at the NE of G0 regardless the value of S0, which clearly
demonstrates the benefits of the proposed defense strat-
egy, especially with the aggressive jammer. We also ob-
serve that the network utility UN is almost the same in G
as in G0.

We also study the impact of the anti-jammer’s strategy
on the jammer’s utility at the NE by plotting UJ at the NE of
G0 as a function of q with different value of S0. As illustrated
in Fig. 4, UJ is almost the same if q is slightly smaller than
the optimal strategy q⁄, but chutes sharply after q reaches
q⁄, especially under the aggressive jammer with small S0.
An important guideline that can be drawn from the results
is that a conservative strategy at the anti-jammer yields
better performance than a too aggressive one.

We then compare the energy consumption of the jam-
mer and the anti-jammer at the NE when the anti-jammer
operates on q⁄. The result is shown in Fig. 5, where EJ de-
notes the total energy consumption of the jammer, eJ de-
notes the energy consumption of emitting a jamming
packet, EA denotes the total energy consumption of the
anti-jammer, eA denotes the energy consumption of emit-
ting a bait packet. From the anti-jammer’s perspective,
Fig. 5 shows the upper-bound of the energy consumption
to fight against the jammer since the anti-jammer will
never emit bait packets with probability larger than q⁄.
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Note that Fig. 4 shows that even the anti-jammer operates
on a conservative strategy with q significantly less than q⁄,
(i.e., the energy consumption of anti-jammer is signifi-
cantly less than that in Fig. 5), we can still achieve a rea-
sonably effective result of eliminating the inefficient NE
in Section 3 and forcing the jammer to maintain its energy
consumption at a high level. For example, even if the anti-
jammer operates on q⁄/2, i.e., its energy consumption is
half of the upper bound in Fig. 5, we can observe from
Fig. 4 that the jammer’s energy consumption is still main-
tained at 80%, 96% and 99% as that in Fig. 5 in the cases
where S0 = 0.01, 0.06 and 0.12. This simulation result, com-
bined with the fact that the role of anti-jammer can be as-
signed to all network participants in a distributed way (cf.
Section 4), demonstrate that the proposed strategy is also
energy-efficient and that the anti-jammer can configure
its strategy to keep a balance between the intensity of
fighting the jammer and its energy consumption.
7.3. Game dynamics

Finally, we study the dynamics of G0 by investigating the
strategy update mechanisms proposed in Section 5. Figs. 6
and 7 plot the trajectory of the players’ strategies under the
update mechanism (10) for the network nodes and (11) for
the jammer. The step size k is set to 0.1. S0 is set to 0.05.
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pmax is set to 0.1. The anti-jammer’s strategy is set to the
optimal value q⁄ = 0.44, as can be observed in Fig. 2. a is
set to 1.87. With this parameter setting, it can be checked
from Theorem 6 that the unique fixed point of the strategy
update scheme (10) and (11) is the NE where p⁄ = 0.084
and h⁄ = 0.76, as can be estimated from Fig. 2. As shown
in Fig. 6 and 7, if the network nodes follow (10) and the
jammer follows (11), the game converges to the unique NE.

We conclude this section by evaluating the perfor-
mance of the adaptive recursive research method for the
anti-jammer to adjust its strategy q. For the parameters:
S0 = 0.05, Dq = 0.005, e = 0.01. Fig. 8 plots the converged va-
lue of the network throughput S, the jammer’s utility UJ

and the anti-jammer’s strategy q as functions of a. As illus-
trated in Fig. 8, if the jammer operates on large a, the net-
work throughput exceeds the threshold S0. Thus in order to
effectively disrupt the network traffic, the jammer has to
act aggressively by choosing a small a. As shown in
Fig. 8, this leads to aggressive strategy of the anti-jammer
and the increase of the energy consumption for the jam-
mer, where the goal of our proposed defense strategy is
achieved.

8. Conclusion

We have investigated jamming attack in wireless net-
works under a game theoretic framework. Based on the
analysis of the jamming game, we proposed a defense
strategy consisting of actively fighting the jammer face-
to-face by draining its energy. We demonstrated that the
proposed defense strategy can eliminate the undesirable
equilibrium and increase the energy consumption of the
jammer at the remaining equilibrium without degrading
the network performance. Despite the limitations dis-
cussed in Section 4.4, we believe that the proposed defense
strategy provides an alternative and active line of defense
whose effectiveness is well demonstrated both analytically
and numerically in the paper.

As future work, an interesting direction is to combine
the proposed solution and the channel hopping approach.
The idea in this paper can be extended in the way that
the anti-jammer transmits on the bait channel(s) to de-
crease the probability that the channel with legitimate
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transmission is attacked by the jammer. In this
regard, draining the jammers energy and limiting the
jamming damage can be achieved simultaneously,
which opens a new dimension to the jamming defense
strategy.

Appendix A

This section of Appendix completes the detailed proofs
omitted from the main text.

A.1. Proof of Theorem 5

Step 1: We show that any border point cannot be a fixed
point of (10). Assume, by contradiction, that at the fixed
point ~p; epi ¼ 0 or epi ¼ pmax.

� If epi ¼ 0, then it follows from (10) that
ð1� qÞð1� hÞ
Y

j2N ;j–i

ð1� epjÞ � c 6 0;
which, noticing that epj 6 pmax, contradicts with
c < (1 � q)(1 � h)(1 � pmax)n�1.
� If epi ¼ pmax, we have
ð1� qÞð1� hÞð1� npmaxÞ
Y

j2N ;j–i

ð1� epjÞ � ð1� pmaxÞc

P 0;
which obviously contradicts with c > ð1�qÞð1�hÞð1�npmaxÞ
1�pmax

.

Combining the above analysis shows that any border
point cannot be a fixed point of (10).Step 2: We show that
(10) admits a non-border fixed point which maximizes the
network utility.By imposing piðtÞ ¼ piðt þ 1Þ ¼ epi ;8i 2 N ,
we obtain n equations

ð1� qÞð1� hÞ 1� ðn� 1Þ epi

1� epi

� � Y
j2N ;j–i

ð1� epjÞ ¼ c 8i 2 N ;

which can be further transformed into

ð1� qÞð1� hÞ
Y
j2N
ð1� epjÞ

 !
1

1� epi
� ðn� 1Þ epi

ð1� epiÞ
2

" #
¼ c

8i 2 N : ð15Þ

Hence, 8i1; i2 2 N , we have

1
1� ~pi1

� ðn� 1Þ~pi1

ð1� ~pi1 Þ
2 ¼

1
1� ~pi2

� ðn� 1Þ~pi2

ð1� ~pi2 Þ
2 :

Let gðxÞ , 1
1�x�

ðn�1Þx
ð1�xÞ2

, we have

g0ðxÞ ¼ 1

ð1� xÞ2
1� ðn� 1Þð1þ xÞ

ð1� xÞ

� �
:

It holds that g0(x) < 0, "x 2 (0,1) and g0(x) = 0 at 0. It follows
immediately from (15) that ~pi1 ¼ ~pi2 . Therefore, at the non-
border fixed point, we have ~pi ¼ ~p;8i 2 N , where ~p is the root
of

ð1� qÞð1� hÞð1� pÞn�2ð1� npÞ ¼ c:
We now show that the above equation admits a unique
solution in (0,pmax). To this end, let Q(p) , (1 � p)n�2

(1 � np)(1 � q)(1 � h) � c. We have

Q 0ðpÞ ¼ ½�nðn� 1Þð1� pÞn�2 þ ðn� 1Þðn� 2Þ
ð1� pÞn�3�ð1� qÞð1� hÞ:

It can be checked that Q(p) is monotonously decreasing in p
in 0; 2

n

� �
and monotonously increasing in 2

n ;1
� �

. Noticing
that Q(0) = 1 � c > 0, Q(1) = �c < 0 and following the condi-
tion in the theorem,

QðpmaxÞ ¼ ð1� qÞð1� hÞð1� pmaxÞ
n�2ð1� npmaxÞ � c < 0:

We can show that Q(p) = 0 admits a unique solution
~p 2 ð0; pmaxÞ. It is further easy to notice that the network
utility n(1 � q)(1 � h)p(1 � p)n � npc is maximized at ~p.

A.2. Proof of Theorem 6

Step 1: We show that any border point cannot be a fixed
point of (10) and (11). Assume, by contradiction, that
ð~p; ~hÞ is a border fixed point. It follows straightforwardly
from the condition (12) that 0 < ~h < 1. Hence there exists
i such that epi ¼ 0 or epi ¼ pmax.

� If epi ¼ 0, then it follows from (10) that
ð1� qÞð1� ~hÞ
Y

j2N ;j–i

ð1� epjÞ 6 c:
Injecting (11) into the above inequality leads to
aS0P
j2N

epj

1�epj

þ q
1�q

6 c;
which, noticing that epj 6 pmax, contradicts with
ðn�1Þpmax

1�pmax
þ q

1�q <
aS0

c .
� If epi ¼ pmax, we have
ð1� qÞð1� hÞð1� npmaxÞ
Y

j2N ;j–i

ð1� epjÞ � ð1� pmaxÞc

P 0:
Injecting (11) into the above inequality leads to
aS0P
j2N

epj

1�epj

þ q
1�q

P
ð1� pmaxÞ

2

ð1� npmaxÞ
c;
which contradicts with aS0
c < pmaxð1�pmaxÞ

1�npmax
þ ð1�pmaxÞ2

1�npmax

q
1�q.

Combining the above analysis shows that any border
point cannot be a fixed point.Step 2: We show that (10)
and (11) admits a unique non-border fixed point. At the
non-border fixed point, combining (10) and (11), we obtain
n equations:

aS0P
j2N

epj

1�epj

þ q
1�q

¼ ð1�
epiÞ

2

1� n epi
c 8i 2 N :

Noticing that under the condition (12), 1� n epi > 0, ð1�epi Þ2

1�nepi

is

monotonously increasing in epi , following the same analysis
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as that in Step 2 of the proof of Theorem 5, we haveepi ¼ ~p8i 2 N , where ~p is the root of

aS0
n~p

1�~pþ
q

1�q

¼ ð1�
~pÞ2

1� n~p
c; ð16Þ

which can be further arranged as

aS0

c
¼ 1� ~p

1� n~p
n� q

1� q

	 

~pþ q

1� q

� �
:

Let f ð~pÞ ¼ 1�~p
1�n~p n� q

1�q

� �
~pþ q

1�q

h i
; f ð~pÞ is monotonously

increasing in ~p when q 6 n
nþ1. Moreover, noticing (12), we

have

f ð0Þ ¼ q
1�q <

aS0
c ;

f ðpmaxÞ ¼ npmaxð1�pmaxÞ
1�npmax

þ ð1�pmaxÞ2
1�npmax

q
1�q >

aS0
c :

8<:
Therefore, (16) has a unique solution ~p. Noticing that at

the non border fixed point, ~h is uniquely determined by ~p,
it holds that the update scheme (10) and (11) admits a un-
ique non-border fixed point.

Specifically, if h⁄ 6 hmax and a S0 = (1 � h⁄)[q(1 � p⁄)n +
n(1 � q)p⁄(1 � p⁄)n�1], it is easy to see that (p⁄,h⁄) satisfies
(10) and (11), thereby is the unique fixed point.
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