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Abstract—In this paper, we construct an analytical design
framework for energy efficient scheduling for delay-constrained
spectrum aggregation (ESSA), where the practical hardware
limitations on SA capability bring various technical challenges.
Specifically, the conventional water-filling power control cannot
be adopted over all the channels, and the delay-aware scheduling
solution should interact with the channel allocation. To overcome
these challenges, we design the ESSA scheduling scheme in two
steps. First, with given rate vector and channel allocation, we
minimize the total power consumption for SA, including both the
transmit power as well as the circuit power. Due to the properties
of delay-constrained SA, we divide the scheduled users into
conforming and nonconforming user sets, and design their water-
filling power allocation strategies differentially. Second, based on
the differentiated water-filling power control, we optimize the
channel allocation and rate control iteratively via Lyapunov op-
timization to minimize the power consumption with the average
delay constraint. The proposed ESSA scheme is finally evaluated
by simulation results.

I. INTRODUCTION

Spectrum aggregation (SA) [1] has its distinctive value in
wireless communication systems, which enables the device to
provide homogeneous broadband service by bonding heteroge-
neous fragmentary spectrum resources. Recently, SA becomes
one of the key features during LTE-Advanced standardization.

There have been a few research works on SA. In [2], a
heuristic suboptimal algorithm considering both the efficiency
and the fairness is proposed for SA by optimizing two metrics
separately to lower the complexity. An optimal one is proposed
later in [3] in a two-carrier case by using Lagrangian methods.
In [4], an energy efficient SA scheme is developed without
taking the delay performance into consideration. In [5], a
scheduling algorithm is proposed to balance the throughput
and the delay for SA, in which the delay is reflected by block-
ing probability. The issue of hardware limitation for spectrum
aggregation is discussed in [6], where the aggregation range
is restricted.

Future wireless systems have exigent requirements to sup-
port higher data rate and more real-time services [7]. Wireless
transmission with high data rate costs enormous amount of
energy, and real-time services have a strict delay requirement.
The power consumption and the delay performance become

a crucial part towards reliability and stability of wireless
systems [8]. However, few publication studies the energy
efficient schemes for SA with delay consideration, which is an
emerging technique to support broadband real-time services.

The tradeoff between power and delay is discussed
in [9][10], where the former solves the problem by Markov
decision process in a single user case while the latter one
addresses the problem using Lyapunov method which can
be applied to multi-user but single-channel cases in wireless
systems. With the SA capability, a device can adjust the num-
ber of channels adaptively according to the service demands,
which provides an extra degree of freedom to achieve energy
efficiency. To investigate the energy efficient scheduling for
delay-constrained SA, there are several technical challenges
involved as follows:

• SA Hardware Limitation: Due to the practical hardware
limitation [6], the aggregation range of SA is restricted.
The device can only aggregate a limited number of chan-
nels, which brings additional constraint during designing
the scheduling scheme. Thus, the conventional water-
filling power control cannot be adopted over all the
channels.

• SA Circuit Structure: The process of SA requires the
support of specific circuit structure [11]. The total power
consumption varies according to the channel allocation
scheme and needs to be taken into consideration for
designing the energy efficient scheduling.

• SA Energy-Delay Tradeoff: Unlike the conventional
wireless systems [10]. the channel bonding in SA leads
to complicated rate, power and channel allocation, which
are coupled with each other and their effects to the delay
is not straightforward.

In spite of the above challenges, SA makes it possible
that one user can support the simultaneous transmission over
multiple channels. It is obvious that the power consumption is
reduced by balancing the water-filling levels across multiple
channels used by the same user. If the water-filling levels of
more channels are balanced together, the power consumption
will be reduced further. In delay-constrained SA systems, it
is possible to balance the water-filling levels of the channels
across multiple users. Due to the limitation of the aggregation



range of SA, we handle the water-filling scheme for the users
differentially, i.e., the water-filling levels are balanced across
a part of users and are set individually for the other users. The
number of users with the same water-filling level depends on
the aggregation range of SA.

In this paper, we develop an analytical framework for energy
efficient scheduling for delay-constrained SA (ESSA). Taking
the SA capability and the circuit power consumption into
consideration, ESSA determines the data rate, transmit power
and channel allocation to minimize the energy consumption
with average delay constraint. The scheduling decisions are
made according to both current channel status and current
queue backlogs. Specifically, we design the ESSA scheduling
algorithm in two steps. First, with given rate vector and
channel allocation, we minimize the total power consumption
for SA, including both the transmit power as well as the circuit
power. The water-filling levels are balanced differentially by
partitioning the users into conforming and nonconforming user
sets. Second, based on the results of power control, we propose
a suboptimal scheduling algorithm based on the Lyapunov
optimization to determine the data rate and channel allocation
iteratively. The simulation results show that ESSA reduces the
power consumption significantly for delay-constrained SA.

The rest of this paper is organized as follows. Section II
presents the system model. In Section III, we proposes the
design of ESSA algorithm. Following this, the performance
of ESSA is evaluated by simulation results in Sections IV.
Finally, this paper is concluded in Section V.

II. SYSTEM MODEL

In this section, we first introduce the physical layer model of
SA systems and outline the key control variables in scheduling.
Considering the specified SA circuit structure, we present
the circuit power consumption model for SA. Finally, we
formulate the scheduling problem to minimize the power
consumption of the SA system with the delay constraint.

A. SA System

Consider a wireless SA system, which includes N users
sharing K time-varying channels with the same bandwidth.
Denote N and K as the set of users and channels, respectively,
i.e., N = {1, 2, · · · , N} and K = {1, 2, · · · ,K}. Because of
the SA capability restricted by the hardware limitation, a user
can transmit over at most M channels simultaneously. The
time is slotted and the duration of each time slot is ⌧ .

Let S(t) be the global channel state in slot t, i.e., S(t) =�
Si
j(t), j 2 K, i 2 N

�
, where Si

j(t) represents the state of
channel j when user i is using in slot t, which remains constant
within a slot and is i.i.d. over time slots.

At the beginning of each slot, a centralized controller
schedules the users to transmit and determines the associated
scheduling control variables as follows:

• Data Rate r(t): Define r(t) =
�
ri(t), 8i 2 N

 
, where

ri(t) is the data rate of user i in slot t.
• Transmit Power P(t): Define P(t) =

�
Pj(t), 8j 2 K

 
,

where Pj(t) is the transmit power of channel j in slot t.
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Fig. 1. Illustration of SA circuit structure

• Channel Allocation b(t): Define b(t) =
�
bij(t), 8i 2

N , j 2 K
 

, where bij(t) 2 {0, 1} and bij(t) = 1
represents user i transmits over channel j in slot t.

The data rates ri(t) are determined by

ri(t) =
X

j2K

bij(t)Rj

�
t
�

(1)

where Rj is the transmission rate of channel j, which can be
calculated as

Rj(t) = log2

�
1 + Si

j(t)Pj(t)
�

(2)

Note that b(t) should satisfy
PK

j=1 b
i
j(t)  M, 8i 2 N with

the consideration of SA capability.

B. SA Circuit Structure

Although there are different circuit implementations
[11][12] for SA, one of the common characteristics is that
the aggregated channels can share a part of circuit modules.
Considering the specified structure for SA circuit as illustrated
in Fig. 1, we divide the SA circuit into two parts as follows:

• Individual Modules: Each set of individual modules pro-
vides the processing for a single channel.

• Shared Modules: The set of shared modules provides the
functions shared by the channels aggregated by a device.

Denote P1 as the power consumption of a set of individual
modules and P2 as that of a set of shared modules1. Based
on the specified SA circuit structure, the total circuit power
consumption Pc can be modeled as

Pc(t) =
NX

i=1

KX

j=1

bij(t)P1 +

NX

i=1

⇣
1�

KY

j=1

(1� bij(t))
⌘
P2 (3)

Note that the shared modules consume the power if at least
one of the channels is used.

C. Problem Formulation

Since both power and delay are critical performance metrics
in wireless systems, there is an inherent tradeoff between the
power consumption and the delay performance.

To analyze the average delay, we first discuss the packet
queue backlog, since the average delay can be measured by
average queue length according to Little’s theorem [14]. Each

1SA circuit power consumption can be estimated based on hardware data-
sheets and time spent by the operations [13].



user possesses a packet queue, whose length is denoted as
Ui(t) for user i in slot t. Let A(t) =

�
Ai(t), 8i 2 N

 
be the

random packet arrivals, where Ai(t) is the number of arrived
bits for user i in slot t. Assume that A(t) is i.i.d. over time,
with E[Ai(t)] = �i, where �i is the average arrival rate for
user i. The queue dynamics of Ui(t) is

Ui(t+ 1) = max

�
Ui(t)� ri(t), 0

 
+Ai(t) (4)

Our goal is to minimize the energy consumption for delay-
constrained SA by scheduling, which can be formulated for-
mally as below:

min

b(t),P(t)

KX

j=1

Pj(t) + Pc(t) (5)

s.t.
E
⇥PN

i=1 Ui(t)
⇤

N
 Q (6)

E
 KX

j=1

bij(t)Rj(t)

�
� �i (7)

KX

j=1

bij(t)  M (8)

where the constraint (6) implies the average delay constraint,
in which Q denotes the target average queue length cor-
responding to the average delay, (7) guarantees the system
stability, and (8) implies the aggregation range due to SA
capability.

III. ENERGY EFFICIENT SCHEDULING FOR DELAY
CONSTRAINED SPECTRUM AGGREGATION

In this section, we propose a scheduling framework to
minimize power consumption with an average delay constraint.
We design the scheduling scheme in two steps. First, under
data rate vector r(t) and channel allocation matirx b(t), we
minimize the total power consumption of the SA system.
Due to the limitations in delay-constrained SA systems, we
partition the scheduled users into conform and nonconform
user sets, and determine their water-filling power allocation
strategies separately. Second, based on the results of the mini-
mum power consumption, we propose a sub-optimal schedul-
ing algorithm ESSA by Lyapunov optimization, to minimize
the power consumption with an average delay constraint.

A. Differentiated Water-Filling Power Allocation

We consider the minimization of power consumption under
rate vector r(t) and channel allocation matrix b(t), and obtain
the minimum power consumption, which provides a basis for
designing ESSA.

In SA systems, one user can support the simultaneous
transmission over multiple channels, which makes it possible
that the power consumption is reduced by balancing the water-
filling levels across multiple channels used by the same user2.

2According to Jensen’s inequation [15], the energy consumption of satis-
fying the sum rate over multiple channels is not more than that of satisfying
the rate requirement over each corresponding channel, because the data rate
is an increasing concave function of the transmit power [16].

Moving one step ahead, we balance the water-filling levels
across users to reduce the power consumption further. In the
proposed power control scheme, we consider the total power
consumption including both the transmit power and the SA
circuit power.

Under rate vector r(t) and channel allocation matrix b(t),
we adopt the rate constraint3 instead of the queue length
constraint in (6), and rewrite the power minimization problem
as

min

p(t)

KX

j=1

NX

i=1

bijPj(t) + Pc(t) (9)

s.t.
KX

j=1

NX

i=1

bij log2
�
1 + Si

j(t)Pj(t)
�
=

NX

i=1

ri(t) (10)

Pc(t) =
NX

i=1

KX

j=1

bij(t)P1 +

NX

i=1

⇣
1�

KY

j=1

(1� bij(t))
⌘
P2 (11)

E
 KX

j=1

bij(t)Rj(t)

�
� E[ri(t)] = �i (12)

KX

j=1

bij(t)  M (13)

where the transmit power Pj(t) can be calculated according to
(2), (10) guarantees that K channels provide enough capacity
to support transmission and (11) captures the circuit power.

To solve the above optimization problem, we first treat an
easier case in which only the constraint (10) is considered,
to obtain some insight of the problem. We establish the
Lagrangian function according to (9) and (10) as

Z
�
Pj(t), �

�
=

KX

j=1

NX

i=1

bij(t)Pj(t)

� �

✓ KX

j=1

NX

i=1

bij(t) log2
�
1 + Si

j(t)Pj(t)
�
�

NX

i=1

ri(t)

◆ (14)

where � is the Lagrangian multiplier.
By Lagrangian method, i.e., letting the partial derivative of

Pj(t) with respect to j equal to 0, we obtain the transmit
power over channel j as

Pj(t) =
2

PN
i=1 ri(t)

K

QK
k=1

PN
i=1 b

i
k(t)S

i
k(t)

1
K

� 1

PN
i=1 b

i
j(t)S

i
j(t)

(15)

Essentially, (15) provides a water-filling power allocation over
all channels.

The corresponding transmission rate of channel j is

Rj(t) =

PN
i=1 ri(t)

K

�
KX

l=1

1

K
log2

NX

i=1

bil(t)S
i
l (t) + log2

NX

i=1

bij(t)S
i
j(t)

(16)

3The rate vector will be given according to the current queue length and
the target Q in the next subsection. Thus, the rate constraint can be adopted
to guarantee the queue length constraint.



Now, we take the constraints on the system stability and SA
limitation in (12) and (13) into consideration. In this case, if
we balance the water-filling levels for all users, it is possible
that the total transmit rates of M channels cannot support the
arrival rate �i, which leads to the instability of the system. To
address this issue, we classify the users into two categories in
the following definition:

Definition 1 (Conform/Nonconform User Set): A set of users
U is said to be a conform user set if it is satisfied that

0 < �i  M

P
l2U rl(t)

|C| , 8i 2 U (17)

where C is the set of channels allocated to the users in U . On
the other hand, the scheduled users with a positive rate but
not in U are called nonconform users. The set of nonconform
users is denoted as U� and the set of channels allocated to
user i /2 U is denoted as Ci.

Remark 1 (Partition of Conform/Nonconform Users): To
determine the conform user set U , we can initialize U = N
and remove the users who satisfy �i > M

P
l2U rl(t)

|C| iteratively
until all of the users in U satisfy the condition of conform user
set in Definition 1.

Considering the power consumption of SA circuit (11), it
is not always to transmit over all the channels. Define C0 as
the set of transmitting channels in the set C and C0

i as the set
of transmitting channels in the set Ci.

Because of the system stability requirement (12) and the
limitation of SA capability (13), the water-filling levels cannot
be balanced across all channels but just the channels in C0 for
the conform users in U . By handling the conform users and
the nonconform users respectively, we obtain the minimum
total power consumption in the following theorem.

Theorem 1 (Minimum Power Consumption): Under the
rate vector r(t) and the channel allocation matrix b(t), the
minimum power consumption �

�
r(t),b(t)

�
of SA system is

�
�
r(t),b(t)

�
=|C0| 2

P
i2U ri(t)

|C0|

Q
l2C0

P
i2U bil(t)S

i
l (t)

1
|C0|

+

X

i2U�

|C0
i|

2

ri(t)

|C0
i|

Q
l2C0

i

P
i2U� bil(t)S

i
l (t)

1
|C0

i|

�
X

j2C0

1P
i2U bij(t)S

i
j(t)

�
X

i2U�

X

j2C0
i

1P
i2U� bij(t)S

i
j(t)

+

�
|C0|+

X

i2U�

|C0
i|
�
P1 +

�
|U|+ |U�|

�
P2

(18)

Remark 2 (Balancing Water-Filling Levels Across Users):
In SA systems, the water-filling power allocation achieves an
extra power reduction by balancing water-filling levels across
users. Specifically, the water levels of the users in U are
balanced together while those of the users in U� are balanced
for each individual user, as illustrated in Fig. 2. Obviously,
the more channels allocated to the users in U , the less power

Fig. 2. Differentiated water-filling across users

is consumed because of the benefit achieved by balancing the
water-filling levels across more users and channels. Note that a
large SA capability M can significantly increase the number of
channels with a balanced water-filling level, which contributes
to reducing the power consumption.

B. ESSA Algorithm Design

To satisfy the average delay constraint, we adopt the Lya-
punov optimization method. The Lyapunov function includes
two parts as follows [19]:

 
�
U(t),X(t)

�
= L

�
U(t)

�
+ J

�
X(t)

�
(19)

The function L
�
U(t)

�
is designed to be exponential, which

reaches its minimum when Ui(t) = Q, 8i 2 N , and increases
exponentially with the increase of the difference between Ui(t)
and Q.

L
�
U(t)

�
=

X

i2N

�
e!(Ui(t)�Q)

+ e!(Q�Ui(t)) � 2

�
(20)

where ! is a positive value affecting the rate of exponential
increase. This Lyapunov function provides a large enough
penalty to push the queue length Ui(t) to the threshold Q.

The function J
�
X(t)

�
is designed for the stability of the

virtual queue X(t) as

J
�
X(t)

�
=

X

i2N

X2
i (t) (21)

Both the actual and virtual queues should be stabilized for the
whole system stability.

The dynamics of the actual queue Ui(t) and the virtual
queue Xi(t) are presented respectively as

Ui(t+ 1) = Ui(t)� ri(t) +Ai(t) (22)

Xi(t) = max

�
Xi(t)�

�
ri(t) + ✏1Ui(t)<Q(t)

�
, 0
 

+Ai(t) + ✏1Ui�Q(t)
(23)

To minimize the total power consumption with the average
delay constraint, we adopt V as the weight of power consump-
tion using the Lyapunov optimization, which is formulated as



min

r(t),b(t)
Y (t) =V

 
|C0| 2

P
i2U ri(t)

|C0|

Q
j2C0

P
i2U bij(t)S

i
j(t)

1
|C0|

+

X

i2U�

|C0
i|

2

ri(t)

|C0
i|

Q
j2C0

i
bij(t)S

i
j(t)

1
|C0

i|

�
X

j2C0

1P
i2U bij(t)S

i
j(t)

�
X

j2C0
i

1P
i2U� bij(t)S

i
j(t)

+

�
|C0|+

X

i2U�

|C0
i|
�
P1 +

�
|U|+ |U�|

�
P2

!

�
NX

i=1

1Ui(t)�Q(t)
�
!e!(Ui(t)�Q)

+ 2Xi(t)
�
ri(t)

�
NX

i=1

1Ui(t)<Q(t)
�
� !e!(Q�Ui(t))

+ 2Xi(t)
�
ri(t)

(24)

Since the rate vector r(t) and the channel allocation matrix
b(t) are coupled with each other, we propose an algorithm to
optimize r(t) and b(t) iteratively.

1) Rate Vector Optimization:

For a given channel allocation matrix b(t), we optimize the
rate vector r(t) to minimize Y (t) in (24).

Considering the transmit powers of the users in U are allo-
cated according to the same water-filling level, the scheduled
rate of each user i 2 U is a function of b(t) as follows,

ri(t) =
X

j2C0

bij(t)

P
k2U rk(t)

|C0| +

X

k2C0

bik(t)

⇥
✓
log

�X

i2U

bik(t)S
i
k(t)

�
�
X

j2C0

1

N
log

�X

i2U

bij(t)S
i
j(t)
�◆

(25)
Therefore, the value of ri(t) only depends on

P
k2U rk(t).

Substituting (25) into (24), and using Lagrangian method, we
obtain

X

k2U

rk(t) =|C0|
✓
log(

X

i2U

�
1Ui(t)�Q(t)

�
!e!(Ui(t)�Q)

+ 2Xi(t)
�

+ 1Ui(t)<Q(t)
�
� !e!(Q�Ui(t))

+ 2Xi(t)
��
P

j2C0 b
i
j(t)

|C0|

+

X

j2C0

log(

X

i2U

(bij(t)S
i
j(t))

1
|C0|

))� log(V )

◆

(26)
According to (17), if 9i 2 U ,�i > M

P
k2U rk(t)

|C0| , then
drop this user into nonconform set U�. The procedure is
iterated until 8i 2 U ,�i < M

P
k2U rk(t)

|C0| . As for those users
in nonconform set U�, the scheduled rate can be obtained

Algorithm 1 ESSA
1: Initialize parameters V,M,!, Q and c
2: U = {1, 2, · · · , N} and C = {1, 2, · · · ,K}
3: Initialize b(t) in a greedy manner
4: for l = 1 : c do
5: Allocate bij = 0, ri = 0, 8j to users Ui(t) < Q, 8i
6: (Rate Vector Optimization)
7: Determine U and U� according to (17) and (26)
8: Rate for user i 2 U is obtained according to (25) and (26)
9: Rate for user i 2 U� is obtained according to (27)

10: (Channel Allocation Matrix Optimization)
11: Calculate f(j), F (j) for each channel, and calculate g(i, j),

G(i) for each user according to (28) and (29), respectively
12: for From j with the highest f(j) to the lowest do
13: Choose a user with highest g(i, j) satisfying

P
j2K bij(t) <

M
14: end for
15: end for
16: Update the actual queue and virtual queue according to (22) and

(23), respectively

through Lagrangian method as

ri =|C0
i|
✓
log(

X

i2U�

�
1Ui(t)�Q(t)

�
!e!(Ui(t)�Q)

+ 2Xi(t)
�

+ 1Ui(t)<Q(t)
�
� !e!(Q�Ui(t))

+ 2Xi(t)
��
P

j2C0
i
bij(t)

|C0
i|

+

X

j2C0
i

log(

X

i2U�

(bij(t)S
i
j(t))

1
|C0

i|
))� log(V )

◆

(27)
2) Channel Allocation Matrix Optimization:

For a given rate vector r(t), we optimize the channel
allocation matrix b(t) to minimize Y (t) in (24).

We propose a heuristic scheme similar to [21], which studies
the channel allocation for OFDMA systems, to find a sub-
optimal allocation vector b(t) as follows:

• The channels are allocated one by one according to the
descending order of the channel priority values f(j).
Each channel j is allocated to the user with the highest
priority value g(i, j) according to (28). The priority
values for the users and the channels are

g(i, j) = �Y (t)|bij(t)=1

f(j) = �min

i2N
Y (t)|bij(t)=1

(28)

• If two channels have the same priority value or two users
have the same priority value, their priorities are deter-
mined by the minor priority values, which are defined
as

G(i) =
Y

j2K

Y (t)|bij(t)=1

F (j) =
Y

i2N

Y (t)|bij(t)=1

(29)

• Once channel j is allocated to user i, we set bij(t) = 1
and bkj (t) = 0, 8k 2 N .

P
i b

i
j(t)S

i
j(t) is temporarily set

to 1 when channel j has not been allocated yet.
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Fig. 3. Channel utilization

Remark 3 (Complexity Analysis): The complexity is mainly
brought by channel allocation vector optimization whose com-
plexity is O(NK) in each iteration. Therefore, the complexity
of ESSA is O(cNK), where c represents the iteration round.

We provide the details of ESSA using pseudo codes in
Algorithm 1, which is launched at the beginning of each
time slot. In the pseudo-codes, Lines 1–3 initialize the system
parameters, Lines 7–9 find the optimal rate vector r(t) for a
given channel allocation matrix b(t), and Lines 11–15 find
a sub-optimal channel allocation matrix b(t) for a given rate
vector r(t) and Line 16 updates the queue information for the
next slot.

IV. SIMULATION

In this section, we evaluate the performance of the proposed
ESSA algorithm by simulation. In this simulation, there are
10 users in two categories, including users with heavy traffic4

and users with light traffic. These users share 10 time-varying
channels, which obey the Rayleigh distribution and are i.i.d.
over time slots. The circuit power refers to that of a specific
wireless base stations in practice, i.e., P1 = 20.40 and P2 =
40.63, according to [20]. For performance comparison, we
adopt TOCA [10] as a baseline, which also adopts Lyapunov
optimization but does not consider the characteristics of SA.

With different ratios of users with heavy traffic, we consider
3 scenarios [20] that reflect the expected share of mobile
broadband subscribers:

• Scenario 1: 20 percents of the subscribers are classified
as users with heavy traffic.

• Scenario 2: 10 percents of the subscribers are classified
as users with heavy traffic.

• Scenario 3: No user with heavy traffic.
Fig. 3(a) demonstrates the relationship between the number

of the channels in C0 which have the water-filling levels
balanced across the users in U . From the results, it can be

4A user is with heavy traffic if it satisfies �i �
P10

j=1 �j/3 in our
simulation.

found that with the increase of SA capability M and the
average queue backlog, the number of the channels with water-
filling level balancing increases.

Fig. 3(b) demonstrates the number of the channels scheduled
to transmit. When the average delay is large, it is not necessary
to use all channels, because the saved circuit power by using
less channels is larger than the increased transmit power.

Fig. 4 illustrates the average power consumption versus
average queue backlog. The proposed ESSA algorithm out-
performs the baseline TOCA significantly in all 3 scenarios.
The performance gain is achieved out of two reasons. First,
the water-filling levels of channels are balanced across users in
ESSA. The large number of the channels with balanced water-
filling levels leads to the reduction of power consumption.
Second, the circuit power is considered in ESSA to schedule
an appropriate number of channels to minimize the total power.

Fig. 4(d) shows the performance gap between ESSA and the
optimal performance which is obtained by exhaustive search-
ing. Due to its heuristic nature, ESSA suffers approximately
10% performance loss.

V. CONCLUSIONS

In this paper, we propose a scheduling algorithm called
ESSA for delay-constrained SA. The ESSA algorithm is
designed in two steps. First, we minimize the total power
consumption for SA by differentiated water-filling across
users, and partition the scheduled users into conform and
nonconform user sets due to the limitations brought by SA
systems. Second, we propose a sub-optimal algorithm using
Lyapunov optimization to achieve the minimal power con-
sumption with the delay constraint. The simulation results
exploit the relationship between the differentiated water-filling
power allocation and the SA capability and show the perfor-
mance improvements of ESSA compared to existing TOCA
scheme.
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Fig. 4. Average power consumption versus average delay
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