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Abstract—The new developments in cloud computing have
introduced significant security challenges to guarantee the con-
fidentiality, integrity, and availability of outsourced data. A
Service Level Agreement (SLA) is usually signed between the
cloud provider and the customer. For redundancy purposes, it
is important to verify the cloud provider’s compliance with data
backup requirements in the SLA. There exists a number of
security mechanisms to check the integrity and availability of
outsourced data. This task can be performed by the customer or
be delegated to an independent entity that we will refer to as the
verifier. However, checking the availability of data introduces
extra costs, which can discourage the customer of performing
data verification too often. The interaction between the verifier
and the cloud provider can be captured using game theory in
order to find an optimal data verification strategy. In this paper,
we formulate this problem as a two player non-cooperative game.
We consider the case in which each type of data is replicated
a number of times which can depend on a set of parameters
including, among others, its size and sensitivity. We analyze the
strategies of the cloud provider and the verifier at the Nash
Equilibrium and derive the expected behavior of both players.
Finally, we validate our model numerically on a case study and
explain how we evaluate the parameters in the model.

Index Terms—Cloud storage, SLA compliance, data replication
auditing, game theory

I. INTRODUCTION

Cloud computing is a model for enabling ubiquitous, con-
venient, on-demand network access to a shared pool of config-
urable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider
interaction [1]. However, all the benefits brought by the Cloud,
such as lower costs and ease of use, come with a tradeoff.
In particular, users have to entrust their data to a cloud
provider (CP), which can be viewed as a selfish entity aimed
at maximizing profits. This could lead the CP to act in ways
that are detrimental to users’ interests. The new security issues
introduced by cloud computing need to be addressed and are
of interest to both industry and academia [2].
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One aspect of cloud computing is the ability to buy or lease
storage capacity, which introduces security problems related
to data integrity and availability. The client often lacks full
control over the manner his data is stored, entailing difficulties
in ensuring that data stored in the Cloud are indeed left intact.
A number of guarantees are given through the Service Level
Agreement (SLA) which is a contract between the CP and the
client that defines the expected level of the service offered by
the CP. This includes in particular the overall availability rate,
i.e. the expected downtime per year. In addition, an SLA can
include other features such as the number of data backups,
which may be physically stored at different geographical
locations. However, in a worst-case scenario, a CP may not
respect the requirements of the backup process of some of the
entrusted data to save both money and storage space capacities.
By behaving this way, the CP may not directly cause data
losses for the client (as the original copy can be left intact),
but raises the probability of accidental data loss happening
(related to hazards), which impacts the overall data availability
rate.

The client may be interested in checking the availability of
all data backups using specific protocols such as proofs of
data retrievability widely studied in the literature [3]. In these
works, efforts have been made to design solutions that meet
various requirements such as low time complexity, stateless
verification, unbounded use of queries, and retrievability of
data, etc. In particular, several protocols allow public ver-
ifiability from a Third Party Auditor (TPA), to which the
client can delegate the verification task through an Audit Level
Agreement. This assumption is more realistic, since in most
cases, a lack of resources or expertise will prevent the client
from personally performing these verifications. In this paper,
we will consider that the TPA, which is an independent entity,
will be the verifier of the client’s data in the CP systems.

In spite of the numerous features of the verification schemes,
choosing the efficient set of features to use remains a chal-
lenging task. For example, it would be a waste of both time
and resources for the verifier to check the client’s data all
the time in the case of an honest CP. On the other hand, it
would be risky if the data is not checked regularly when the
CP is acting dishonestly. Therefore, in order to analyze the
interactions between the CP and the verifier, and derive their
expected behaviors to find the optimal verification strategy for
the verifier, we model the data availability verification problem
as a two player non-cooperative static game featuring the cloud
provider and the TPA. We introduce a number of extensions
to the basic model in [4] to take into account more realistic
scenarios. In particular, we consider a model featuring multiple
copies of each data stored by the CP and analyze the behavior
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of both players under different types of strategies.
The remainder of the paper is organized as follows. In

Section II, we describe the technical background and related
work. In the next sections, we study the Nash equilibrium
(NE) of the cloud storage game model while considering
the existence of multiple copies of each data on the cloud
provider’s servers. In Section III, we analyze two types of
one-shot games related to the dependency of players’ strategies
on a certain data on other data. Section IV presents a second
formulation of the problem as a stackelberg game in which we
have a leader and a follower in the game. Section V provides
numerical results validating our analysis. Section VI explains
how to evaluate the parameters in the model in a practical
scenario, and illustrates it with a numerical example. Finally,
we conclude the paper in Section VII.

II. RELATED WORK

In untrusted cloud storage, it is important to verify the cloud
provider’s compliance with the security requirements in the
SLA. For example, Popa et al. [5] designed a proof-based
system to enable security guarantees in an SLA. In recent
years, a significant amount of data integrity schemes were
proposed by different researchers, and have been gradually
adapted to specific use cases such as outsourced databases
and cloud computing, for which works focusing on public
verifiability issues, such as [6], were noticeably helpful and
allowed clients to delegate the verification process to third par-
ties. Among these schemes, the two main directions explored
by researchers include the Provable Data Possession (PDP) for
ensuring possession of data, and the Proof of Retrievability
(POR) for data possession and retrievability. The main idea of
PDP is that a data owner generates some metadata information
for a data file to be used later for verification purposes.
Many extensions of this scheme managed to decrease the
communication cost and complexity [7], as well as to allow
dynamic operations on data such as insertion, modification, or
deletion [8]. Moreover, [9] and [10] proposed PDP schemes
specific to cloud computing.

The POR scheme is considered as a complementary ap-
proach to PDP. [11] was among the first papers to consider
formal models for POR schemes. In this scheme, disguised
blocks (called sentinels) are embedded into the data before
outsourcing. The verifier checks randomly picked sentinels,
which would be influenced with a certain probability if the
data is corrupted. An improved version of the POR approach
was achieved with compact proofs of retrievability [12], with
the design of a stateless protocol with unbounded audit in-
teractions. [3] gives a detailed survey of the contributions of
numerous extensions of the PDP and POR schemes. However,
the schemes presented so far focus primarily on a single copy
of a data file. Other schemes, such as [13], allow the verifier to
check multiple copies of a data file on multiple cloud servers.

In the cloud domain, game theory has emerged in recent
years as an important tool to analyze the interactions between
multiple players with the same or conflicting interests. It has
been used to study a number of problems including resource
allocation and management [14] and cloud service negotia-
tion [15], while some research papers addressed the problem of

cloud security [16] [17]. To address cloud integrity issues, the
authors in [16] proposed a model in which a client checks the
correctness of calculations made on the data by the CP. In [17],
Nix et al. study the case of querying one cloud provider, since
checking data at multiple CPs is prohibitively expensive. [16]
and [17] focused on checking whether the queries sent to
the CP are being computed correctly, under the condition
that the stored data is intact. On a side note, they did not
mention which type of verification protocol (deterministic or
probabilistic) they used. In addition to cloud-related problems,
game theory has been used in multiple domains including
network security [18] [19], intrusion detection [20], Botnet
defense [21], among others. The work presented in this paper
extends our previous work in [4].

III. UNTRUSTED CLOUD STORAGE GAME WITH MULTIPLE
DATA COPIES

We consider a client outsourcing a set D =

{D1, D2, ..., DN} of N data to a cloud provider (CP).
We consider the case in which the client delegates the data
availability verification process to a Third Party Auditor
(TPA).

We model the data availability problem as a non-cooperative
static game with two players, the cloud provider and the TPA.
We assume that both players are rational. The CP tries to
gain storage space by not backing up correctly the client’s
data without being caught. On the other hand, the objective
of the TPA is to distribute verification resources in order to
detect partially of fully unbacked up data. Using the model
defined in our previous work in [4] as a basis, we introduce
an important extension related to the existence of multiple
copies of the same data on the CP servers. This assumption
has many important implications, as the CP has the possibility
to dishonor his backup commitments in a more stealthy way
without compromising the original version of the data. On
the other hand, the verifier (TPA) will need to improve his
verification strategy to check not only the existence of a data
file, but the existence of the required number of backups to that
file as well. This new extension to the model will allow us to
analyze the behavior of both players from which we derive the
optimal verification strategy. This scenario is closer to what
we might expect to have in a real world setting. Although this
game features interactions between only two players, several
users may delegate the verification process to a same TPA.
On the other hand, the case of a TPA verifying multiple
cloud providers can be regarded as independent occurrences
of the two-player game, except in the case where the cloud
providers cooperate against the TPA, which leads to an entirely
different scenario. Therefore, the proposed model covers a
wide range of realistic situations, and can be applied to the
case of multiple independent users relying on the same TPA,
as well as to the case of auditing multiple independent cloud
providers.

The reputation of a cloud provider will rely, among other
factors, on the availability rate of clients’ data. This can be
achieved by keeping a number of copies of the data. This
number can be a function of the importance of the data
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to the client in addition to its size. The data can be kept
on the same server or distributed on multiple geographically
dispersed servers. This will offer a higher availability rate and
improve the resiliency against attacks, accidents, and hazards
targeting specific locations. In this section, we extend the
previous model in [4] with the assumption of the existence of
multiple copies of the data on the CP servers. In this case,
with the absence of a verification mechanism, the CP can
remove the additional copies of a data file without impacting
the client’s access to that file. However, the CP takes a risk in
the case if the remaining copy of the data became unavailable
for some reason. The CP will try to weigh the risk of behaving
in a malicious way with the possible benefit of increasing the
storage space, which translates in practice to additional profits.

We associate to each data Di the following parameters: the
financial storage cost Si � 0 of one copy of data Di by the
CP, which is proportional to data Di’s size; the financial value
F i � 0 of one copy of Di quantifying how critical data Di is
to the client. The cost of processing the verification query for
the TPA and the cost of executing the verification query by the
cloud provider are supposed to be proportional to Si and are
given by CtSi and CsSi respectively, where 0  Cs, Ct  1.
In addition, let Ri refer to the number of backup copies of data
Di 2 D that needs to be stored on the CP servers and ✏F i the
reward (e.g. in reputation) the CP gets if he acts honestly or
passes the verification test undetected by the TPA otherwise,
where ✏ > 0.

In this paper, we make the following assumptions:

Assumption 1. The costs related to network communications,
both on the CP side and between the CP and TPA, are ignored.

The model presented in this paper aims only at analyzing
whether the CP will behave honestly or dishonestly, the
possible storage flaws of an honest CP are out of scope of
this work. Therefore, we make the following assumption:

Assumption 2. The way the backup copies of the data are
stored on the cloud provider servers is not taken into account.

Assumption 3. The probability of data corruption remaining
undetected by the TPA after a check is neglected, even when
using a probabilistic protocol.

The approximation in Assumption 3 is justified by the fact
that a dishonest CP will be likely to entirely omit one or more
copies of the data, rather than keep parts of the copies stored
on his servers. Nevertheless, such scenario was already taken
into account in one of our models presented in [4]. While it is
possible to take into account such scenario in the present work,

the authors believe it will impact the clarity of the presentation
of the model and increase the complexity of already complex
equations.

TABLE I: Cloud Storage Game with Deterministic Verification
for Data Di

CP
TPA Check Not check

Replicate ✏F i , �CtSi � CsSi 0 , 0
Not replicate �CsSi � Si , �CtSi + F i Si , �F i

Table I presents the payoffs for both players for data Di

in the case where Ri
= 1. In this case, if the corrupted or

unavailable data Di is not checked, the CP gains a payoff Si

proportional to the size of data Di while the TPA loses F i. In
addition to the cost of processing the verification query CtSi,
we consider that the TPA should pay the cost of executing
the verification query CsSi when he decides to verify Di in
the case where the CP respects the backup process of the
data. However, when the CP chooses not to respect the backup
process on Di and the TPA chooses to verify, the TPA will
gain F i while paying for the verification cost CtSi, and the
CP will lose Si while paying for the cost of executing the
verification query CsSi. Finally, neither players will achieve
anything when the TPA decides not to verify Di and the CP
respects the backup process. In this paper, we focus on the
number of backup copies of data Di that can be checked by
the TPA. We assume that an original version of the data is
present on the CP servers and that version will not be targeted
by the CP. Therefore, the TPA will be interested in verifying
that the required number of backup copies Ri for each type
of data Di agreed on between the CP and the client is indeed
present on the CP servers.

Let 1 represent the indicator function. We refer by pm0
the probability that the CP respects the requirements of the
backup process for data Dm. 81  i  Rm, let pmi denote the
probability that the CP does not keep i copies of data Dm.
Similarly for the verifier, we refer by qm0 the probability that
the TPA does not check the existence of any copy of data Dm,
and 81  j  Rm, qmj the probability that the TPA verifies
the existence of j copies of data Dm.

The utilities UA and UD of the cloud provider and the TPA
are given in Equations 1 and 2 respectively.

The actions of both the CP and the TPA will determine
their utilities. The actions of the CP that result in him getting
a positive payoff are limited to the case where the number
of copies j that has been checked by the verifier is less than
the number of copies that remain on the CP servers after the
CP has kept Rm � i copies. In this case, the CP benefits

UA(p, q) =

N
X

m=1

n

�
Rm

X

i=1

Rm

X

j=1

pmi qmj (iSm + jCsSm)1i>Rm�j +

Rm

X

i=0

Rm

X

j=1

✏pmi qmj (jFm)1iRm�j +

Rm

X

i=1

Rm

X

j=0
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o
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from the value he gets from the additional storage space that
has been freed up in addition to a reward for passing the
verification test. The TPA, on the other hand, gets a negative
payoff that includes the importance of the i copies that were
not kept by the CP and that were undetected and the cost of
processing the verification query. Otherwise (i > Rm�j), the
CP gets a negative payoff that includes the cost of executing
the verification query in addition to the value of the storage
space that needs to be reallocated to the client’s data. In this
case, the TPA gets a positive payoff related to the importance
of the copies of the data that were not kept by the CP and
whose absence was detected by the TPA.

In this section, we investigate the case where both the CP
and the TPA take their decisions at the same time while taking
into account each other’s strategies. This type of interactions
falls under the one-shot game category [22]. In addition, we
analyze the behavior of the CP and the TPA in two different
game settings. In the first case, we suppose that the strategy
of each player for a data item Di is independent from the
other data items Dj . In the second case, this condition is
relaxed and we suppose that the strategies for data items Di

are interdependent.

A. Independent Strategies Game
We define an independent strategies game as follows:

Definition 1. An Independent Strategies (IS) game is a game
in which each player’s strategy for each data Di do not depend
on other data Dj , 8j 6= i.

In this case, we have
Rm

P

i=0
pmi = 1 and

Rm

P

j=0
qmj = 1, 8m 2

{1, ..., N} where m refers to data Dm.
Let ✓mi = 2iFm

+ (Rm � i)CsSm and �mi = 2(Rm �
i)Sm

+ i(CsSm
+ ✏Fm

).

Theorem 1. The NE of the IS game for the CP and the TPA
is expressed as follows, 8m 2 {1, ..., N}:
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Proof. Refer to Appendix A.

We can notice that qm⇤
0 > 0.5, 8m 2 {1, ..., N}. This result

can be interpreted as the following. When the verifier wants

to decide whether to check the existence of a data Di, he has
a choice between performing the verification of a number i
of copies of the data or dropping his request. When the TPA
prefers not to check over performing any checking (qm0 �
Rm

P

j=1
qmj ), he allocates nevertheless some resources to execute

verification queries. This will ensure that the CP will operate
at the NE, and therefore cannot improve his utility by changing
his strategy unilaterally.

With respect to the CP’s strategy at the NE, we have the
following Lemma:

Lemma 1. In the case of an IS game, 9! xm
0 = Fm/Sm > 0

s.t. pm⇤
0 (xm

0 ) = 0.

Proof. Refer to Appendix A.

As a consequence of Lemma 1, the condition for the
existence of the NE in this case is that Fm/Sm > xm

0 , 8m 2
{1, ..., N}. If that condition is not respected for data Dm,
the CP is better off deleting at least one copy of the data.
However, the TPA will respond by verifying the existence of
the maximum number of copies as required in the backup
process agreed on between the CP and the client. In this
case, the TPA will make sure that he will always catch a
dishonest CP and gets rewarded for his actions. Unfortunately,
this scenario does not allow the emergence of a NE.

B. Correlated Strategies Game
In this case, the players’ choices for their strategies for data

Di depend on their strategies for data Dj , 8j 6= i. There
are two possible scenarios. In the first scenario, we limit the
actions of each player on one data item at each instance of the
game. For example, at a given moment, the verifier will issue
a query to verify only the existence of backups for data Di.
However, this scenario is limiting in practice, as sometimes it
is more beneficial for the TPA to issue queries to verify the
existence of backups for different types of data at once. In
this case, we consider that at each instance of the game, each
player can execute an action on each type of available data.
For example, the CP can dishonor his backup commitments
on a set of data items at once. Nevertheless, in the remaining
of this section, we analyze the behavior of the CP and the
TPA in both scenarios.

1) Single Targets:
We define a correlated strategies single targets game as

follows:

Definition 2. A Correlated Strategies Single Targets (CSST)
game is a game in which each player can target one type
of data and execute one action related to that data at each
instance of the game.

In practice, this translates to having
N
P
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Rm
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pmi = 1 and

N
P
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j=0
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P
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the probability of targeting data Dm for the CP and the TPA
respectively.



1556-6013 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIFS.2016.2549002, IEEE
Transactions on Information Forensics and Security

Let parameters  m
i , !m, ⌧m, ↵m, �m, �m, �m, and ⌘m be

defined as in Appendix B.

Theorem 2. The NE of the CSST game for the CP and the
TPA is expressed as follows, 8m 2 {1, ..., N}:
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Proof. The result is found using a similar analysis as in the
proof of Theorem 1.

Lemma 2. In the case of a CSST game, 9! Sm
1 , Sm

2 > 0 s.t.
8Sm 2 [Sm

1 ;Sm
2 ], we have pm⇤

0 2 [0; 1].

Proof. Refer to Appendix A.

Given the result of Lemma 2, a necessary condition for the
existence of the NE of the game in this case is that we have
Sm 2 [Sm

1 ;Sm
2 ], 8m 2 {1, ..., N} where Sm

1 and Sm
2 are

the solutions of equations pm⇤
0 (Sm

1 ) = 1 and pm⇤
0 (Sm

2 ) = 0

respectively.

Lemma 3. In the case of a CSST game, a necessary condition
for the existence of a NE is that:
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Proof. Follows directly from Lemma 2.

2) Multiple Targets:
We define a correlated strategies multiple targets game as

follows:

Definition 3. A Correlated Strategies Multiple Targets (CSMT)
game is a game in which each player can target multiple types
of data at each instance of the game.

In addition, in this case, we consider that the resources
available to each player are limited. Therefore, we have
N
P

m=1

Rm

P

i=1
pmi = P and

N
P

m=1

Rm

P

j=1
qmj = Q, where P and Q

represent the resource constraints of the CP and the TPA

respectively. We also have
Rm

P

i=0
pmi = 1 and

Rm

P

j=0
qmj = 1,

8m 2 {1, ..., N}.
Given the limited resources for the CP and the TPA, we

can predict that they may be interested to take actions on a

subset of the data stored on the CP servers. Let TS denote
such subset which we find using Algorithm 1. Let parameters
Em, Gm, Hm, Wm, ⌫ and  be defined as in Appendix B.
We have the following theorem:

Algorithm 1: FindSensibleDataSet
Require: The set of data items D
Output: The sensible target set TS
begin

Si
0

 � SortInDescendingOrder
⇣

S�(i)(��(i)1 +R�(i)CsS�(i) + ✏R�(i)F�(i))

��(i)1 � 2S�(i)

R�(i)�1
P

j=2

�
�(i)
1

�
�(i)
j

⌘

initialization: nS  � N
while nS � 1 do

z  �
nS �Q�

n
S

P

i=1

(1�W i
)(2Si

+ �iRi

)� Si

Hi
(2Si

+ �iRi

)

n
S

P

i=1

1

Hi
(2Si

+ �iRi

)

if (Sn
S

0
 z) then

nS  � nS � 1

else
break

end
end
TS = {�(i) 2 D : i 2 J1, nSK}

end

Theorem 3. If max

D
m

2D\T
S

SmRm < , the NE of the CSMT

game for the CP and the TPA is expressed as follows, 8m 2
TS:

8

>

>

>

<

>

>

>

:

pm⇤
i =

�⌫CsSm
+ CsSmGm

+ CtSmEm

Em✓mi
 m
i

8i 2 {1, ..., Rm � 1}
pm⇤
Rm

= 1� CtSm⌧m � (1 + CsSm⌧m)(

�⌫ +Gm

Em
)

8

>

>

>

>

>

<

>

>

>

>

>

:

qm⇤
i =

�m1 Sm

�mi (�m1 � 2Sm
)

⇣

2� 2Sm

Hm
(2Sm

+ �mRm

)

+

2(1�Wm
)

Hm
� 1

⌘

8i 2 {1, ..., Rm � 1}

qm⇤
Rm

=

Sm � 
2Sm

+ �mRm

Proof. Refer to Appendix A.

An immediate consequence of Theorem 3 is that the CP has
no incentive to dishonor the agreement with the client for any
data Dj 2 D\TS under the condition that max

D
m

2D\T
S

SmRm <

.

IV. UNTRUSTED CLOUD STORAGE STACKELBERG GAME

In this section, we consider multiple backup copies for each
data and analyze the case where the TPA will choose his
strategy first. Then, the CP, informed by the TPA’s choice,
chooses his strategy. This type of interactions between the
two players falls under the Stackelberg game category [22].
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Fig. 1: IS game

In this type of games, we have a leader and a follower.
The objective of the leader in the game is to anticipate the
follower’s response and to choose his strategy accordingly.

We will the study the interactions between the CP and the
TPA when the choice of a strategy for data Di is independent
of the strategy for data Dj , 8j 6= i.

The utility of the CP can be written as follows:

UA(p, q) =
N
P

m=1

Rm

P

i=1
pmi

⇣

�
Rm

P

j=1
qmj (iSm

+ jCsSm
)1i>Rm�j

+✏Fm
Rm

P

j=1
qmj (j)1iRm�j +

Rm

P

j=0
qmj (iSm

)1iRm�j

⌘

+✏
N
P

m=1
pm0

Rm

P

j=1
qmj (jFm

)

The TPA will try to choose a strategy that will deter the
CP from dishonoring his backup commitments on any data
Dm. This translates to having pmi = 0, 8m 2 {1, ..., N} 8i 2
{1, ..., Rm}.

In this case, analyzing the CP’s utility function, we should
have:

�
Rm

P

j=1
qmj (iSm

+jCsSm
)1i>Rm�j+✏Fm

Rm

P

j=1
qmj (j)1iRm�j

+

Rm

P

j=0
qmj (iSm

)1iRm�j  0 (3)

In fact, we can relax the inequality to only require that
Equation 3 equals 0. Therefore, the NE for the TPA and the
CP can be expressed as follows, 8m 2 {1, ..., N}:

⇢

pm⇤
0 = 1

pm⇤
i = 0 8i 2 {1, ..., Rm}
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�
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1 + CsRm
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(2qm⇤
0 �1)(Sm+i✏Fm)

�m

i

i�1
Q

j=1

�

1 +

2Sm

�m

j

�

⌘

We notice that qm⇤
0 > 0.5, 8m 2 {1, ..., N}. Therefore,

in order to achieve his objective, the TPA needs the CP to
believe that he will more probably not attempt to check the
existence of any copy of the data. This can be interpreted as
if the TPA will trust the CP to respect the requirements of the
backup process for data Dm. However, the TPA does not take
the option of checking the existence of at least one copy of the
data off the table, even though the probability of such event
is lower than the probability of not checking the existence of
any copy at all.

V. NUMERICAL STUDY

In this section, unless stated otherwise, we consider the
baseline parameters Cs

= 0.1, Ct
= 0.1, and ✏ = 0.1 and
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Fig. 2: IS game

we analyze players’ strategies w.r.t. increasing values of S.
Let µ = (R,F,Cs, Ct, ✏).

A. Independent Strategies Game
The strategies of the CP and the TPA for data Dj do not

depend on their strategies for data Di, 8i 6= j. Since we focus
on each data Dm independently, we will drop the index m in
this section. Let D 2 D s.t. F = 0.5 and R = 2. We will
study the impact of the CP storage cost S of the data D on
both players’ strategies.

In Fig. 1a, the CP’s strategy p⇤0 decreases w.r.t. increasing
values of S whereas p⇤2 increases. We note that there exists
a value of S under which p⇤1 > p⇤2. From Fig. 1b, when the
storage cost S of data D is small, the TPA will privilege not to
check the existence of any backup copies. When S increases,
the TPA’s strategy q⇤0 quickly decreases before stabilizing on a
value greater than 0.5. On the other hand, q⇤2 increases quickly
before stabilizing. For small values of S, we observe a peak
for q⇤1 before decreasing and eventually stabilizing on a value
less than 0.5. For small values of Cs and ✏, when S increases,
the values of q⇤0 and q⇤2 stabilize around 0.5. In this case, it is
as if the choice of the TPA is restricted to whether to check
all backup copies or none at all. The TPA does not have any
interest in checking the existence of a number of backup copies
less than the number required in the contract between the TPA
and the client. In this case, the cost CsS paid by the TPA is
relatively small when the CP passes the verification test. As

a result, the TPA prefers to check the existence of all backup
copies stored on the CP servers.

Impact of Cs. From Fig. 1d, an increase in the cost of
executing the verification query CsS will have no significant
impact on the pattern of change of the TPA’s NE strategy w.r.t.
to S. However, the stable values of q⇤ for large values of S
change. In particular, they increase for q⇤0 and q⇤1 and decrease
for q⇤2 . The TPA increases the frequency of checking one copy
instead of two copies, since checking either an honest CP or
a CP that passes the verification test will entail a higher cost
CsS for the TPA.

Impact of Ct. The TPA’s strategy at the NE is independent
of Ct. In Fig. 2a, as with greater values of Cs, a similar change
is observed in the CP’s NE strategy when increasing the cost of
processing the verification query for the TPA CtS. However,
in this case, the CP’s strategy changes more quickly w.r.t. S.

Impact of ✏. In Fig. 2b, when ✏ increases, the TPA’s NE
strategy rate of change decreases. For large values of S, we
notice an increase of the stable values for q⇤0 and q⇤1 and a
decrease for q⇤2 . The TPA’s NE reflects his belief that the CP
will more likely behave honestly given the increased incentive
given to him when behaving as such. However, this incentive
is given to the CP when the TPA fails to detect a malicious
act by the CP and therefore, it does not completely prevent
such scenario.

Impact of F . In Fig. 2c, when F increases, the rate of
change of the CP’s NE strategy decreases. For small values
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Fig. 3: CSST game

of S/F , the CP has no interest in deleting any copies of the
data since such action will entail a small payoff and exposes
the CP to the risk of being detected by the TPA.

B. Correlated Strategies Game
For presentation reasons, we consider only two data items

Dx and Dz and plot the strategies of the TPA and the CP when
targeting at least one backup copy of the data. Let Rx = 2,
Fx = 1, Rz = 3, Fz = 2, and Sz

= 1. We will analyze
the strategies of the TPA and the CP w.r.t. the importance
Sx of the data Dx. Table II exhibits the different values of
parameters used in this section.

TABLE II: Values of Parameters

Cs Ct ✏
Y1 0.1 0.1 0.1
Y2 0.5 0.1 0.1
Y3 0.1 0.1 1

1) Single Targets:
In a CSST game, each player can target one type of data

and execute one action related to that data at each instance of
the game.

In Fig. 3a, w.r.t. increasing values of Sx, we notice that px⇤1
and px⇤2 increase. As the importance of the data to the CP
increases, he will be more tempted not to respect data backup
requirements to free additional space on his servers. For data
Dz (Fig. 3a), pz⇤i increases, 8i 2 {1, ..., 3}. On the other hand,

we notice that there exists a value S0 ⇡ 1.6 s.t. 8S > S0, the
CP will focus more on data Dz even though this does not
necessarily translate in removing any backup copy of Dz at
each instance of the game.

For the TPA (Fig. 3b), we notice that qx⇤1 decreases and
qx⇤2 increases. In this case, the TPA privileges checking the
maximum number of backup copies given the high value of
the data Sx to the CP, which is correlated with an increase in
the likelihood that the CP dishonors the backup agreement for
Dx.
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Fig. 4: CSST game: Y3

Comparing Fig. 3b and Fig. 4, we notice that higher values
of ✏ do not affect the pattern of change of the TPA’s NE
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Fig. 5: CSMT game

strategy for data Dx.
Finally, for greater values of Cs, the interval of values of

Sx in which a NE exists widens (Fig. 3c). In addition, when
S increases, the CP will allocate more resources to remove all
backup copies of Dx.

2) Multiple Targets:
In a CSMT game, each player can target multiple types of

data at each instance of the game. We suppose the resource
constraints P = 1 and Q = 0.85. In this case, we find that
the attractive set TS = {Dx, Dz}.

In Fig. 5a, interestingly, when Sx increases, px⇤1 increases
while px⇤2 and pz⇤3 decrease. For higher values of Sx, the CP
strategically manages his resources in order to increase his
payoff by keeping only one copy of the data Dx, while at the
same time reducing the risk of being caught by the TPA. On
the other hand, the TPA responds by allocating more resources
to verify the existence of two backup copies of Dx.

When Cs increases (Fig. 5c and Fig. 5d), the rate of change
of both players’ strategies increases. The TPA’s NE strategy
quickly stabilizes to certain values. Compared to Fig. 5b, the
TPA reduces the allocated resources to verify the existence of
all the backup copies of data Dx, since the cost of verification
if the CP was acting honestly is higher. However, the TPA
increases the resources to verify the existence of one copy of
Dx and at least one copy of Dz .

While increasing the value of ✏ does not impact the CP’s
strategy at the NE, it directly affects the TPA’s NE strategy
(Fig. 6). In particular, we notice that the TPA will focus on

verifying the existence of all the backup copies of Dx and Dz .
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Fig. 6: CSMT game: Y3

C. Stackelberg Game
In this section, the TPA chooses his strategy first. Then,

informed by the TPA’s choice, the CP chooses his strategy.
We consider the case where the strategy for a data Di is
independent of the strategies for other data Dj , 8j 6= i. In
Section IV, we proved that in this case, a NE of the game
exists. The TPA’s strategy at the NE discourages the CP of
dishonoring the data backup agreement with the client.

From Fig. 7a, w.r.t. increasing values of S, we find that q⇤0
and q⇤R decrease while q⇤i increases, 8i 2 {1, ..., R}. However,
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Fig. 7: Stackelberg game

the TPA’s strategy quickly stabilizes afterwards. We note that
we always have q⇤0 > 0.5. When Cs increases (Fig. 7b),
for large values of S, the stable values of q⇤0 increases, q⇤R
decreases, and q⇤i increases, 8i 2 {1, ..., R}. Given the higher
cost CsS, the TPA focuses more on checking the existence
of k < R copies instead of R copies. When the incentive ✏
increases (Fig. 7c), the rate of change of the TPA’s strategy
decreases and it stabilizes slower w.r.t. S. In this case, for
smaller values of ✏, the TPA’s incentive is not sufficient to
deter the CP from dishonoring the requirements of the backup
process agreed on with the client, which forces the TPA to
adopt an aggressive strategy even for small values of S.

VI. PRACTICAL SCENARIO

In this section, we present a practical application of our
model through a concrete scenario based on storage Cloud.

A. Parameter Evaluation
Applying a theoretical model in a realistic scenario means

being able to evaluate each of the parameters in the model.
In this section, we provide a guideline of how to evaluate
the model parameters by the different players in the game.
We introduce additional intermediate parameters, which will
be used to deduce the parameters used in the model. 8m 2
{1, ..N}, let Tm represent the size of data Dm, measured in
bytes. Given a data integrity verification protocol, let b be the
size ratio of the data being checked (e.g. b = 0.1 if 10% is the
proportion of data D that is checked by the TPA), and tCP

and tTPA the execution times of the protocol on the CP and
the TPA sides respectively.

The input parameters of the model are the number of data
items N , the data set D, and for each data Dm, its size Tm

and the number of backup copies Rm. The value of Rm is
assumed to be known as it can be part of the SLA with the
cloud provider. From these values, we will first evaluate Sm,
which is the financial value corresponding to the storage of one
copy of data Dm by the CP. Based on [23], the storage costs
can be precisely deduced from Tm. If we denote ↵ the storage
cost per bit in a given fixed period of time, the value of which
can be obtained from [23], then we get Sm

= ↵Tm. Note
that Sm could also take into account the estimated financial

loss due to the amount of money that the CP may have earned
with the omission of one copy of Dm.

The next step consists of evaluating Fm, which is the
financial value corresponding to the importance of one copy
of data Dm from the client’s perspective. In general, Fm is
correlated to Rm. In fact, the client is more likely to ask for
additional backups copies of his most important data, as it
could happen in the context of Cloud archiving, for instance.
The very nature of this parameter makes risk assessment
methods, such as EBIOS [24], one of the relevant methods
to obtain the necessary information allowing the client to
evaluate it. Financial cost due to data loss may be deduced
from business knowledge, relying on criteria such as the loss
of competitive advantage, or the difficulty to reproduce the
data. Based on this assessment, the value Fm of one copy can
be considered to be equal to the estimated value of the data
divided by the number of copies Rm.

The verification cost and the cost of executing the verifi-
cation query are given by CtSi and CsSi respectively. For a
given data Dm of size Tm, tCP and tTPA can be measured
from an implementation of the data integrity verification
protocol, and the size ratio b to be checked in order to obtain
a reliable proof, which can be deduced from the reference
paper describing the protocol. From the values of tCP and
tTPA, the number of CPU cycles can be estimated given
the host characteristics. From [23], knowing the number of
CPU cycles, the execution costs per bit for the CP and the
TPA CCP

bit and CTPA
bit respectively can be deduced. From

the available information so far, we can write the following
equation CsSm

= bTmCCP
bit . Since Sm

= ↵Tm, we have
Cs

=

bCCP

bit

↵ .
In the case study, it is more interesting to assess the impact

of the parameter ✏ on the players’ strategies rather than define
a method to evaluate it. ✏Fm is used as a reward for the CP
for acting honestly. For example, it may refer to gains in terms
of the reputation of the CP that is being highlighted by the
TPA for the good behavior. The objective for the TPA would
therefore be to find the optimal value of ✏ that decreases the
probability that the CP acts dishonestly at the NE.
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B. Numerical Example
We consider the case where N = 3 data items are out-

sourced. The characteristics of data D1, D2, D3 are defined as
in Table III.

TABLE III: Data Characteristics

Tm (in GB) Rm Fm (in $)
D1 0.01 4 200
D2 5 5 300
D3 200 2 130

First, we compute the value of Sm for each data Dm.
From [23], we know that the storage cost for a CP can be
estimated between about 100 picocent/bit and 300 picocent/bit
per year (1 picocent = 10

�14 $). In this case study, we consider
a time period of one year, and an average storage value of 200
picocent/bit. Therefore, we find S1

= 0.000016 $, S2
= 0.08

$, and S3
= 3.2 $.

For the evaluation of Cs and Ct, the verification scheme we
implemented is based on the open source proof of retrievability
project by Zachary Peterson, and corresponds to the basic
POR scheme from [11], where the number of checked sentinel
blocks represent b = 1% of the data file size. We used a Linux
Virtual Machine running on a laptop with an i7 Intel Core
processor, with 2.3 GHz clock frequency, and 8 GB of RAM.
For the biggest data D3, we measured tTPA = 1.51s and
tCP = 0.27s, the difference being due to the fact that there is
no specific processing on the CP side besides giving the correct
sentinel blocks in this scheme. Based on the values in [23],
the CP cycle cost can be estimated at 2 picocent/cycle, while
the TPA cycle cost should rather be around 20 picocent/cycle.
Therefore CsS3

= 1.24.10�5 $, and CtS3
= 7.0.10�4 $,

which gives us Cs
= 3.88.10�6 and Ct

= 2.19.10�4.
We assess the impact of ✏ on the Nash Equilibrium strategies

in the case of the CSMT game, where P = 1 and Q = 0.75.
Since the primary objective consists of finding the optimal
checking strategy, we focus in this section on the behavior
of the TPA. Table IV depicts the probability of checking the
existence of at least one backup copy of each data for different
values of ✏. We notice that when the value of ✏ increases, the
TPA will spend less resources on checking the existence of
at least one backup copy of data D2. This can be explained
by the fact that D2 has the highest value F 2. For the CP, a
higher ✏ means receiving a substantial reward when he acts
honestly. In this case, the TPA will therefore not waste too
many resources on checking the existence of backup copies
of this data, as the incentive is assumed to be high enough
for the CP to behave honestly. However, if we multiply the
size of data D2 by 10 (therefore S2

= 0.8 $), for ✏ = 0.01,
we notice that the TPA will spend twice as much resources to
check the existence of at least one backup copy of D2 w.r.t.
the results for ✏ = 0.01 in Table IV. In this case, for data D2,
the TPA anticipates that the reward will be less effective in
preventing the CP from acting dishonestly.

An example of finding an optimal value for ✏ would be to
find the minimum incentive that guarantees that the TPA will
not need to use more than 10% of his resources for checking
the existence of at least one backup copy of data D2 at the

TABLE IV: Probability of checking at least one backup copy
of the data at the NE

✏ = 0.01 ✏ = 0.1
D1 0.137 0.161
D2 0.117 0.091
D3 0.496 0.498

NE. Running the optimization in this case study, we find the
value of 0.028 for ✏.

It is worth mentioning that the difference between the values
F of the data items and the other parameters in this case study
is substantial, which could raise concerns about the influence
of the values of F over the other parameters. However, if
we multiply the size of data D3 by 10, bringing S3 to 32 $,
which is not negligible compared to F 3, we do not notice a
big difference in the TPA’s NE strategy w.r.t. the results in
Table IV.

VII. CONCLUSION

In this paper, we analyzed the problem of verifying data
availability in the case of data outsourced to a cloud provider.
We formulated the problem between the CP and the TPA as
a non-cooperative game. The TPA’s objective is to detect any
deviation from the agreement signed between the CP and the
client by checking the existence of the required number of
backup copies of each type of data on the CP’s servers. On
the other hand, the CP’s objective is to increase the storage
capacity on his servers, which translates in practice in the
existence of a number of copies less than the required number
included in the contract with the client. We performed an in-
depth analysis of multiple extensions of the simple model
in [4] taking into account the existence of multiple backup
copies of each data. In each proposed extension, we identified
the optimal verification strategy for the TPA. Finally, we
validated our analytical results on a case study.

One of the interesting results that we found relates to
the stackelberg game in which we have a leader (the TPA)
and a follower (the CP) in the game. This type of games
reflects realistic scenarios that we can encounter in real life.
Interestingly, our results show that a NE of the game exists
and when it is achieved, the CP cannot improve his utility
by acting dishonestly. At the NE, it is as if the trust of the
TPA in the CP’s actions outweigh any belief of a potential
misconduct.

The results in this paper rely on the basic assumption of
the rationality of the CP and the TPA, which is a reasonable
hypothesis in this case. However, one may argue about the
relevance of the different types of parameters introduced in the
model and the cost allocations (who will need to pay what).
For instance, the signed agreement between the CP and the
client can specify that the CP must always take charge of the
cost of executing the verification query. While this is a realistic
assumption, always taking the burden of this cost by the CP
may result in an abusive verification behavior by the TPA.
Therefore, in this paper, we distinguished which player needs
to pay that cost according to the detection of a malicious act by
the CP. With ✏F , these parameters play the role of incentives
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and punishments for the CP and allows us to analyze their
subsequent effects on his behavior. In addition, the analysis of
the different types of games can be used not only to study the
behavior of players, but can also be leveraged to help adjust
these incentives and punishments to be aligned with the client’s
interests when negotiating an SLA with a CP.

The model presented in this paper can be adapted to verify
the existence of the required number of backup copies in
specific geographical locations as is sometimes specified in an
SLA. As future work, we plan to investigate the case where
interactions between the CP and the TPA can occur on multiple
occasions over time. This type of interactions is particularly
interesting if we consider a repeated game setting where we
have a number of TPAs, on behalf of multiple clients, verifying
the CP’s compliance with the signed agreements with the
clients. In this case, the result of the interactions between the
CP and a client is not limited to that particular client, but
extends to impact the behavior of all the other players in the
game. For example, we can study how the discovery of an
improper act by the CP can affect his reputation and therefore
his future payoffs, as clients will be more inclined to change
provider. In this case, players’ behaviors may change after
it has been made public that a CP breached his agreement
with a client. Therefore, each short-term gain of the CP must
be weighted against the enduring long-term impact on his
reputation, which automatically affects his future profits. The
public exposure of the behavior of the CP is an important
dimension that needs to be taken into account, which can play
a decisive role of deterrence to force the CP to fully respect
the backup agreements signed with the clients.

APPENDIX A
Proof of Theorem 1:
In this case, considering the data independence hypothesis,

we solve the game by focusing on any fixed data Dm indepen-

dently from the other data. Considering that pm0 = 1�
Rm

P

i=1
pmi ,

and qm0 = 1�
Rm

P

i=1
qmi and integrating these constraints in the

payoff functions, at the optimum we have: @U
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(p,q)
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i
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From Equation 4, we prove by induction the following
result, 8j 2 {1, ..., Rm � 1}:
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Similarly, we find the TPA strategy at the NE (qmi )
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Proof of Lemma 1:
Let x = Fm/Sm. In this case, pm⇤

0 can be writ-
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As a result,
@pm⇤

0

@x
> 0 and pm⇤

0 is a strictly increasing
function with respect to Fm/Sm.
pm⇤
0 is a continuous function in [0; +1[. We have for

Fm
= 0, pm⇤

0 < 0. For Fm/Sm ! +1, pm⇤
0 ! 1, and

as a result 9y > 0 s.t. 8Fm/Sm > y, pm⇤
0 > 0. Therefore,

by the Intermediate Value Theorem and the fact that pm⇤
0 is

a strictly increasing function w.r.t. Fm/Sm, there exists only
one value xm

0 = Fm/Sm s.t. pm⇤
0 (xm

0 ) = 0.

Proof of Lemma 2:
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the fact that pm⇤
0 is a strictly decreasing function w.r.t. Sm,

and that pm⇤
0 (0) > 1 and pm⇤

0 (Sm
2 ) = 0, there exists only one

value Sm
1 > 0 s.t. pm⇤

0 (Sm
1 ) = 1.

Proof of Theorem 3:
Let us suppose that TPA and the CP focus on the attractive

set TS . Therefore, we have
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Let Em and Gm be defined as in Appendix B.
From Equations 6 and 7, we find pm0 =
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Equations 5 and 6.

We have @U
A

(p,q)
@pm

i

= , 8m 2 TS 8i 2 {1, ..., Rm � 1}
where  > 0.
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We find the strategy qm of the TPA by replacing  in
Equations 8 and 9.

Let us suppose that the TPA focuses on the attractive set
TS . We want to find whether the CP will only be interested
in targeting data in TS or if he will attempt to target any data
Di 2 D\TS .

We consider a strategy vector p for the CP s.t.
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APPENDIX B
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co-leader of the Network and Information Security
team. His main research interests include the def-
inition of security models and design of security
mechanisms for complex systems and networks.

Lin Chen received his B.E. degree in Radio En-
gineering from Southeast University, China in 2002
and the Engineer Diploma, PhD from Télécom Paris-
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