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Rayleigh fading and path loss. We demonstrated that the lower bound
provides an accurate approximation of the exact BEP at low SNRs,
whereas the upper bound is accurate at medium to high SNRs. Our
analytical expressions are further evaluated asymptotically to charac-
terize the cooperative diversity order in the high-SNR regime.
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On Optimality of Myopic Policy for Opportunistic Access
With Nonidentical Channels and Imperfect Sensing

Kehao Wang, Lin Chen, and Quan Liu

Abstract—We consider the access problem in a multichannel oppor-
tunistic communication system with imperfect sensing, where the state
of each channel evolves as a nonidentical and independently distributed
Markov process. This problem can be cast into a restless multiarmed
bandit (RMAB) problem, which is intractable for its exponential computa-
tion complexity. A promising approach that has attracted much research
attention is the consideration of an easily myopic policy that maximizes the
immediate reward by ignoring the impact of the current policy on future
reward. Specially, we formalize a family of generic functions, which is
referred to as g-regular functions, characterized by three axioms, and then
establish a set of closed-form conditions for the optimality of the myopic
policy and illustrate the engineering implications behind the obtained
results.

Index Terms—Imperfect detection, myopic policy, opportunistic
spectrum access, restless multiarmed bandit (RMAB).

I. INTRODUCTION

We consider an opportunistic multichannel communication system
with nonidentical but independent channels in which a user is limited
to sense and transmit only on a subset of them each time. Given
that the detection of a channel state is not perfect, the fundamental
optimization problem we address is how the user can exploit past im-
perfect detection information and the stochastic properties of channels
to maximize its utility (e.g., expected throughput) by switching among
channels opportunistically.

A. General Context and Related Work

The decision problem can be cast into a restless multiarmed bandit
(RMAB) problem, which is proved to be pSPACE-hard [1], and very
few results are reported on the structure of the optimal policy due to its
high complexity. Thus, the myopic strategy with a simple and tractable
structure has recently attracted extensive research attention, which
consists of sensing the channels to maximize the expected immediate
reward, also called the greedy policy, while ignoring the impact of the
current decision on future reward.

Following the research line on the myopic policy, for the case of
perfect sensing, Zhao et al. [2] established the structure of the myopic
policy, analyzed the performance, and partly obtained the optimality
for the case of independent and identically distributed (i.i.d.) channels.
Ahmad et al. [3] derived the optimality of the myopic sensing policy
for the positively correlated i.i.d. channels when the user is limited
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TABLE I
SUMMARY OF RELATED WORK ON MYOPIC POLICY

to accessing one channel (i.e., k = 1) each time and further extended
the optimality to the case of sensing multiple i.i.d. channels (k > 1)
[4]. In our previous work [5], we extended i.i.d. channels [3], [6] to
nonidentical and independently distributed channels and focused on
a family of generic and important utility functions, namely, regular
function, and derived a set of closed-form conditions to guarantee the
optimality of the myopic policy.

For the more challenging case of imperfect sensing, there exist
only limited results on the optimality of the myopic policy. Liu et al.
[7] proved the optimality of the myopic policy for the case of two
channels with a particular utility function and conjectured it for
arbitrary number of channels N . In [8], we extended the optimality of
the myopic policy for i.i.d. channels from perfect sensing to imperfect
sensing and, as a consequence, derived closed-form conditions to
guarantee the optimality of the myopic sensing policy for arbitrary N
and for a regular function. Furthermore, the belief vector was divided
into “value belief vector” and “policy belief vector,” and then, a set
of closed-form conditions was established for the myopic policy of
opportunistic spectrum access [9].

B. Summary of Contributions

Our study presented in this paper builds upon and extends our
previous work [5], [8]. Specially, focusing on the case of imperfect
sensing, we perform an analytical study on the optimality of the
myopic policy for the considered decision problem. The contributions
of this paper, given the current state of the art and compared with our
previous work [5], [8], are twofold.

1) We generalize the third axiom in [5] to cover a much larger class
of reward functions, particularly the logarithmic and exponential
functions, and further derive the optimality conditions in this
more general context with [5] being a degenerated case.

2) We derive the optimality conditions of the myopic policy with
imperfect channel observation and nonidentical and indepen-
dently distributed channels. In this regard, the main technical
obstacle overcome in this paper is the dependence of the belief
value on both the evolution of the channel and the detection
outcome, which leads to indeterministic channel state transition
and nonlinear propagation of the belief vector.

It is worth noting that despite the vital importance, very few
work has been done on the impact of imperfect observation on the
performance of the myopic policy. To our knowledge, [7] and [8]
are the only analysis pertinent to our study, but they assume i.i.d.
channels. However, the analysis in this paper elevates this assumption
by considering the heterogeneous channels, which requires an original
analysis on the optimality, as detailed later in this paper. Table I
compares the results presented in this paper and those obtained in the
literature.

The rest of this paper is organized as follows. Our model is formu-
lated in Section II with the g-regular function defined in Section III.
Section IV studies the optimality of the myopic sensing policy. Finally,
this paper is concluded in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a synchronous multichannel opportunistic communi-
cation system where the user is allowed to sense k (1 ≤ k ≤ N)

of N channels (denoted by N ) at each slot t. Each channel is
characterized by the discrete two-state (good/1, bad/0) Markov chain,
and the transition probabilities of channel i are {pirs}r,s=0,1. We
assume pi11 > pi01(1 ≤ i ≤ N) to characterize the gradual evolution
of the states of the channels. Let A(t) denote the set of channels
chosen by the user at slot t, where A(t) ⊆ N and |A(t)| = k. Let

S(t)
Δ
= [S1(t), . . . , SN (t)] denote the channel state vector, where

Si(t) ∈ {0, 1} is the state of channel i in slot t, and let S′(t)
Δ
=

{S′
i(t), i ∈ A(t)} denote the sensing outcome vector, where S′

i(t) = 0
(1, respectively) means that channel i is sensed bad (good) in slot t. We
are interested in the imperfect-sensing case, i.e., a good channel may
be sensed bad, and vice versa, which is characterized by two system
parameters: the false-alarm rate εi(t) and the miss-detection rate ζi(t),
which are formally defined as follows:

εi(t)
Δ
=Pr {S′

i(t) = 0|Si(t) = 1}

ζi(t)
Δ
=Pr {S′

i(t) = 1|Si(t) = 0} .

In our analysis, we consider the case where the values of εi(t) and
ζi(t) are independent w.r.t. t and i, that is, εi(t) = ε and ζi(t) = ζ.

Let B(t) be the set of channels on which the receiver tunes its
k radios. To ensure A(t) = B(t) at any time, channel selections
should be based on common observations. Without considering the
communicating cost, a simple approach is given in [7] as follows.
When the receiver successfully receives a packet from a channel, it
sends an acknowledgement (ACK) to the transmitter over the same
channel at the end of the slot. The absence of an ACK (NACK)
signifies that the transmitter does not transmit over this channel or does
transmit but the channel is busy in this slot. We assume that an ACK is
received without error.1

Obviously, by sensing only k out of N channels, the user cannot
observe the state information of the whole system and has to infer the
channel states from its past decision and observation history so as to
make its future decision. To this end, we define the channel state belief

vector (hereinafter referred to as belief vector for briefness) Ω(t)
Δ
=

{ωi(t), i ∈ N}, where 0 ≤ ωi(t) ≤ 1 is the conditional probability
that channel i is in state good (i.e., Si(t) = 1) at slot t given all
past states, actions, and observations. Therefore, given the action
A(t) and the observations {ACKi(t) ∈ {0, 1} : i ∈ A(t)}, the belief
vector can be recursively updated using Bayes’ rule, as shown in the
following equation:

ωi(t+ 1) =

{
pi11, i ∈ A(t), ACKi(t) = 1
τi (ϕ (ωi(t))) , i ∈ A(t), ACKi(t) = 0
τi (ωi(t)) , i /∈ A(t).

(1)

Note that the belief update under ACKi(t) = 0 results from the
fact that the receiver cannot distinguish a failed transmission, i.e.,
collides with the primary traffic with probability ζ(1 − ωi(t)) from
no transmission with probability εωi(t) + (1 − ζ)(1 − ωi(t)) [7]. For
convenience, we introduce two operators (ϕ(ωi) = εωi(t)/(εωi(t)+

1 − ωi(t)) and τi(ωi(t))
Δ
= ωi(t) · pi11 + (1 − ωi(t)) · pi01.

Remark: We would like to emphasize that in contrast to the perfect-
sensing case, where ωi(t+ 1) is a linear function of ωi(t), in the
imperfect-sensing case, the mapping from ωi(t) to ωi(t+ 1) is no
longer linear due to the sensing error [cf. the second line of (1)].
Therefore, an original study on the optimality of the myopic sensing
policy is particularly required since the aforementioned difference

1Although wireless transmissions are prone to failure due to noise, perfect
ACK/NACK signaling can be justified by the relative strong encoding of control
messages with respect to data transmissions due to the different amount of the
encoded information.
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makes the analysis [2]–[5], [10], [11] infeasible in the imperfect-
sensing case.

A sensing policy π specifies a sequence of functions π = [π1, π2,
. . . , πT ], where πt maps the belief vector Ω(t) to the action A(t) (i.e.,
the set of channels to sense) in slot t : πt : Ω(t) → A(t), |A(t)| = k.

Given the imperfect-sensing context, we are interested in the user’s
optimization problem to find the optimal sensing policy π∗ that
maximizes the expected accumulated discounted reward over a finite
horizon, i.e.,

π∗ = argmax
π

E

[
T∑

t=1

βt−1R (πt (Ω(t)))

∣∣∣∣∣Ω(1)
]

(2)

where R(πt(Ω(t))) is the reward collected in slot t under the sensing
policy πt with the initial belief vector Ω(1),2 and 0 ≤ β ≤ 1 is the
discount factor characterizing the fact that future reward is less impor-
tant than the immediate reward. By treating the belief value of each
channel as the state of each arm of a bandit, the user’s optimization
problem can be cast into a two-state RMAB problem.

Theoretically, the optimal policy can be obtained by solving the
given dynamic programming. Unfortunately, due to the impact of the
current action on the future reward and the unaccountable space of
the belief vector, obtaining the optimal solution directly from the
given recursive equations is computationally prohibitive. Therefore,
we focus on the implementable myopic sensing policy, maximizing
the immediate reward, formally defined as follows.

Definition 1: Let F (ΩA(t))
Δ
= E[Rπt(Ω(t))] denote the expected

immediate reward obtained in slot t under action A(t) with ΩA(t)
Δ
=

{ωi(t), i ∈ A(t)}, the myopic sensing policy Ã(t) consists of sens-

ing a subset of k channels that maximizes F (ΩA(t)), i.e., Ã(t)
Δ
=

argmaxA(t)⊆N F (ΩA(t)).
For convenience of the next analysis, we state some properties of

τi(ωi(t)) and ϕ(ωi(t)).
Lemma 1: Given pi01 < pi11 (i ∈ N ), we have:

1) τi(ωi(t)) and ϕ(ωi(t)) monotonically increase with ωi(t);
2) pi01 ≤ τi(ωi(t)) ≤ pi11, ∀ 0 ≤ ωi(t) ≤ 1.

Proof: Noticing τi(ωi(t))=(pi11−pi01)ωi(t)+pi01 and ϕ(ωi) =
(εωi(t)/εωi(t) + 1 − ωi(t)), Lemma 1 holds. �

III. g-DECOMPOSABILITY FUNCTION

Here, we first introduce g-decomposability and then defines a family
of generic functions, namely, g-regular functions, which serve as
a basis for further analysis on the structure and the optimality of
the myopic sensing policy. By slightly abusing the notations without
introducing ambiguity, we drop the time index of ωi(t) (A(t)) and use
ωi(t) (A(t)) and ωi (A) interchangeably.

The following axiom significantly extends the axiom of decom-
posability in [5] to cover a much larger range of utility functions in
combination with symmetry and monotonicity.

Axiom 1 [g-Decomposability]: A function f(ΩA) : [0, 1]k → R is
decomposable if there exists a continuous, differential, and increasing
function g : [0, 1] → [0,∞) and a constant c such that for any i ≤ k

f(ω1, . . . , ωi, . . . , ωk) = c · g(ωi)f(ω1, . . . , 1, . . . , ωk)

+ c · (1 − g(ωi)) f(ω1, . . . , 0, . . . , ωk).

2If no information on the initial system state is available, each entry of
Ω(1) can be set to the stationary distribution ωi

0 = (pi01)/(1 + pi01 − pi11),
1 ≤ i ≤ N .

It is insightful to note that the axiom of g-decomposability sig-
nificantly extends the axiom of decomposability in [5] by covering
a much larger range of utility functions, particularly the logarithmic
functions (e.g., f(ΩA) =

∑k

i=1
loga(1 + ωi) (a > 1), where c =

(1/ log2 a), g(ωi) = log2(1 + ωi)) and the power functions (e.g.,
f(ΩA) =

∑k

i=1
ωa
i , a > 0, where c = 1, g(ωi) = ωa

i ). By setting
g(ωi) = ωi and c = 1, Axiom 1 degenerates to the Axiom of decom-
posability in [5].

In the following, we characterize a family of generic functions,
which are referred to as g-regular functions, defined as follows.

Definition 2 [g-Regular Function]: A function is called g-regular if
it satisfies symmetry, monotonicity, and g-decomposability.

When g-regularity holds, the myopic sensing policy, which is de-
fined in Definition 1, consists of sensing the k channels with the largest
belief values, which is easy to obtain by monotonicity.

IV. ANALYSIS ON OPTIMALITY OF MYOPIC POLICY

UNDER IMPERFECT SENSING

Here, we set up by defining the pseudo value function and then
derive the closed-form conditions to guarantee the optimality of the
myopic policy.

A. Pseudo Value Function

Armed with three axioms, we first define pseudo value function
in the imperfect-sensing case, which is crucial in the study of the
optimality of the myopic sensing policy.

Definition 3: The pseudo value function, which is denoted by
WA

t (Ω(t)) (1 ≤ t ≤ T , t+ 1 ≤ r ≤ T ), is recursively defined as
follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

WT (Ω(T )) = F
(
Ω

Ã
(T )

)
Wr (Ω(r)) = F

(
Ω

Ã
(r)

)
+ β

∑
E⊆Ã(r)

× Pr
(
Ã(r), E

)
Wr+1 (ΩE(r + 1))

WA
t (Ω(t)) = F (ΩA(t))

+ β
∑

E⊆A(t)

Pr(A(t), E)Wt+1 (ΩE(t+ 1))

︸ ︷︷ ︸
ΓA(Ω(t))

(3)

where ΩE(t+ 1) and ΩE(r + 1) are generated by 〈Ω(t),A(t), E〉
and 〈Ω(r), Ã(r), E〉, respectively, according to (1), and Pr(M, E) Δ

=∏
i∈E(1 − ε)ωi(t)

∏
j∈M\E [1 − (1 − ε)ωj(t)].

The pseudo value function gives the expected accumulated dis-
counted reward of the following sensing policy: In slot t sense the
channels in A(t) and then sense the channels in Ã(r)(t+ 1 ≤ r ≤ T )

(i.e., adopt the myopic policy from slots t+ 1 to T ). If A(t) = Ã(t),
WA

t (Ω(t)) is the reward with the myopic policy adopted from slots
t to T .

B. Myopic Sensing Policy: Condition of Optimality

For convenience of discussion, we introduce some notations.

1) pmax
11

Δ
= maxi∈N {pi11}, pmin

01

Δ
= mini∈N {pi01};

2) δmax
p

Δ
= maxi∈N {pi11 − pi01}, δmin

p

Δ
= mini∈N {pi11 − pi01};

3) g′max

Δ
= maxpmin

01
≤ω≤pmax

11
{dg(ω)/dω};

4) g′min

Δ
= minpmin

01
≤ω≤pmax

11
{dg(ω)/dω

}
;

5) Ω−i
Δ
= {ωj : j ∈ N , j 
= i}: the belief vector except ωi;
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6) ω−i
Δ
= {ωj : j ∈ A, j 
= i}, Δmax(Δmin)

Δ
=

max(min)
ω−i∈[0,1]N−1 {F (1, ω−i)− F (0, ω−i)}.

We start by showing the following important lemma (Lemma 2) and
then establish the sufficient condition under which the optimality of
the myopic sensing policy is ensured. In Lemma 2, we consider Ωl =
[ω1, . . . , ωl, . . . , ωN ] and Ω′

l = [ω1, . . . , ω
′
l, . . . , ωN ], which differ

only in one element ω′
l ≥ ωl. Let A′ and A denote the k channels

with the largest belief values in Ω′
l and Ωl, respectively, where A′

differs from A in channel l at most. Lemma 2 gives the upper and
lower bounds of WA ′

t (Ω′
l)−WA

t (Ωl).
Lemma 2: If F (ΩA) is g-regular, ωl ≤ ωl′ (l ∈ N ) and 1 ≤ t ≤ T ,

the following conditions hold.

1) If l ∈ A′ and l ∈ A, then

c · (ω′
l − ωl) g

′
minΔmin ≤ WA′

t (Ω′
l)−WA

t (Ωl)

≤ c · (ω′
l − ωl) g

′
maxΔmax

T−t∑
i=0

βi
(
δmax
p

)i
.

2) If l /∈ A′ and l /∈ A, then 0 ≤ WA ′
t (Ω′

l)−WA
t (Ωl) ≤ c ·

(ω′
l − ωl)g

′
maxΔmax

∑T−t

i=1
βi(δmax

p )i.
3) If l ∈ A′ and l /∈ A, then 0 ≤ WA ′

t (Ω′
l)−WA

t (Ωl) ≤ c ·
(ω′

l − ωl)g
′
maxΔmax

∑T−t

i=0
βi(δmax

p )i.

Proof: The proof is given in Appendix. �
Remark: We would like to emphasize that imperfect sensing brings

about the nonlinear propagation of the belief vector such that it renders
the LP relaxation [10], [11] for perfect sensing infeasible to provide
guaranteed approximation ratio algorithms for the imperfect-sensing
case. Therefore, any original study on the optimality of this problem
is particularly required. Under this context, we observe from the
proof that the problem in this paper is isomorphic with that in [5]
from the perspective of decomposability, that is to say, WA

t (Ω(t)) is
decomposable. Decomposability makes the proof seem similar to that
in [5]; however, in fact, there exists some significant difference in the
critical induction of the proof, i.e., inequalities (4)–(6) differing from
the counterparts in [5] and improving the upper bound (when l /∈ A′,
l /∈ A) and leading to different conditions in Lemma 3 compared
with [5].

In the following lemma, we consider Al and Am differing in one
element, that is, Al \ {l} = Am \ {m}, l ∈ Al and m ∈ Am and
ωl > ωm, and establish a sufficient condition such that WAl

t (Ω) >
WAm

t (Ω).
Lemma 3: If (g′minΔmin/g

′
maxΔmax) ≥

∑T−1

i=1
βi(δmax

p )i and

F (ΩA) is g-regular, then W
Al
t (Ω) > WAm

t (Ω).
Proof: Let Ω′ denote the set of channel belief values with

ω′
l = ωm and ω′

i = omegai for ∀i 
= l and i ∈ N , then W
Al
t (Ω′) =

WAm
t (Ω′). By Lemma 2, we have

W
Al
t (Ω)−WAm

t (Ω)

=
[
W

Al
t (Ω)−W

Al
t (Ω′)

]
−
[
WAm

t (Ω)−WAm
t (Ω′)

]
> c(ωl − ωm)g′minΔmin

− c · (ωl − ωm)g′maxΔmax

T−t∑
i=1

βi
(
δmax
p

)i
≥ c(ωl − ωm)g′maxΔmax

·

[
g′min

g′max

· Δmin

Δmax

−
T−1∑
i=1

βi
(
δmax
p

)i] ≥ 0.

�

The following theorem states the optimality of the myopic sensing
policy under imperfect sensing.

Theorem 1: The myopic sensing policy is optimal if the following
two conditions hold: 1) The expected slot reward function F (ΩA) is
g-regular, and 2) (g′minΔmin/g

′
maxΔmax) ≥

∑T−1

i=1
βi(δmax

p )i.
Proof: We prove the theorem by backward induction. The the-

orem trivially holds for t = T . Assume that it holds for T, T −
1, . . . , t+ 1. We now show that it holds for t. To this end, assume,

by contradiction, that given the belief vector Ω(t)
Δ
= {ωi1 , . . . , ωiN }

and Ã(t) = {1, . . . , k}, the optimal sensing policy is to sense channels
{i1, . . . , ik} 
= Ã(t) at slot t and to sense Ã(r)(t+ 1 ≤ r ≤ T ),
there must exist im and il at slot t such that m ≤ k < l and ωim <

ωik ≤ ωil . It then follows from Lemma 3 that W
{i1,...,ik}
t (Ω) <

W
{i1,...,im−1,il,im+1,...,ik}
t (Ω), that is, sensing channels {i1, . . . , ik}

at slot t is not optimal, which contradicts the assumption. This contra-
diction completes our proof. �

Theorem 1 generalizes the results with perfect sensing [5, Th. 1]
by: 1) covering a much larger class of reward functions of practi-
cal importance, including the logarithmic and power functions, and
2) establishing the optimalty conditions in the generic case with a
sensing error. The following theorem further establishes the optimality
conditions in the asymptotic case T → ∞, which follows straightfor-
wardly from Theorem 1 by noticing that

∑∞
i=1

xi = x/(1 − x) for
any x ∈ (0, 1).

Theorem 1: In the infinite-horizon case T → ∞, the myopic policy
is optimal if the following conditions hold: 1) The expected slot re-
ward function F (ΩA) is g-regular; 2) β ≤ (g′minΔmin/(g

′
minΔmin +

g′maxΔmax)δ
max
p ).

C. Discussion

It is insightful to compare the results established in this paper with
those presented in [8]. To this end, we consider the scenario where
a user is limited to sense k of N i.i.d. channels and gets one unit
of reward if the sensed channel is in the good state, i.e., the utility
function can be formulated as F (ΩA) =

∑
i∈A

[(1 − ε)ωi]. It can be
checked that Δmin = Δmax = 1 − ε. We can then verify that when
ε < (p01(1 − p11)/P11(1 − p01)), it holds that (Δmin/Δmax[(1 −
ε)(1 − p01) + (ε(p11 − p01)/1 − (1 − ε)(p11 − p01))]) > 1. There-
fore, when conditions 1 and 2 of [8, Th. 1] holds, the myopic
sensing policy is always optimal for any β. Applying the notations
of this paper, we have c = 1, g(ω) = ω and Δmin = Δmax = 1 − ε.
Furthermore, it holds that the myopic policy is optimal for any β
and ε if δmax

p ≤ 0.5 according to Theorem 2. Compare the optimal
conditions established in this paper and those obtained in [8] for i.i.d.
channels, we observe that the conditions derived in this paper are
stricter in terms of transition probability (δmax

p ≤ 0.5 in our paper) but
looser in terms of false-alarm rate (ε < (p01(1 − p11)/P11(1 − p01))
in [8]). The stricter constraint on the transition probability is due to the
employed method in this paper, which sacrifices part of the optimality
to cover the case of nonidentical channels, whereas the looser con-
straint on the sensing error comes from the fact that all the channels
are only categorized into sensed channels and nonsensed channels,
while the analysis in [8] relies on the sorting of channels in their belief
values.

When the g-regular function is degenerated into a regular function,
the optimal condition in Theorem 2 is also degenerated into that
of [5, Th. 2]; however, it can cover the scenario with a sensing
error. In other words, whether or not there exists a sensing error,
the condition to guarantee the optimality of the myopic policy is
the same. This can be explained as follows. Although the sensing
error brings about the nonlinearity of the system dynamic update, this
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kind of nonlinearity does not change the decomposability [5], [8] of
the value function, which is the cornerstone of deriving the closed-
formed condition of optimality. Therefore, the RMAB considered in
this paper is isomorphic with that in [5] from the perspective of
decomposability.

V. CONCLUSION

We have investigated the optimality of the myopic policy in a
multichannel access system with imperfect sensing and developed
three axioms to characterize a family of important functions, i.e.,
g-regular functions. By performing a mathematical analysis based
on the developed axioms, we have obtained closed-form conditions
to guarantee the optimality of the myopic policy. As future work, a
natural direction we are pursuing is the investigation of the RMAB
problem with multiple players with potential conflicts among them and
the study of the structure and the optimality of the myopic policy in
that context.

APPENDIX

PROOF OF LEMMA 2

We prove the lemma by backward induction. For slot T , noticing
that WA

T (Ω) = F (ΩA) and that g′min ≤ (g(ω)− g(ω′)/ω − ω′) ≤
g′max for any pmin

01 ≤ ω′ ≤ ω ≤ pmax
11 , the following statements hold.

1) For l ∈ A′, l ∈ A, it holds that

c · (ω′
l − ωl) g

′
minΔmin ≤WA′

T (Ω′
l)−WA

T (Ωl)

≤ c · [g (ω′
l)− g(ωl)]Δmax

≤ c · (ω′
l − ωl) g

′
maxΔmax.

2) For l /∈ A′, l /∈ A, it holds that WA ′
T (Ω′

l)−WA
T (Ωl) = 0.

3) For l ∈ A′, l /∈ A, by the definition of the myopic policy, there
exists at least one channel m such that ω′

l ≥ ωm ≥ ωl. It then
holds that

0 ≤ c · (ω′
l − ωl) g

′
minΔmin ≤WA′

T (Ω′
l)−WA

T (Ωl)

≤ c · [g (ω′
l)− g(ωm)]Δmax

≤ c · [g (ω′
l)− g(ωl)]Δmax

≤ c · (ω′
l − ωl) g

′
maxΔmax.

Therefore, Lemma 2 holds for slot T . Assume that Lemma 2 holds
for T, . . . , t+ 1. We now prove the lemma for slot t.

We first prove the first case: l ∈ A′ and l ∈ A.
Considering the whole realization of the belief vector and develop-

ing on channel l, we have

ΓA ′ (Ω′(t))− ΓA (Ω(t))

=
∑

E⊆A(t)\{l}

∏
i∈E

(1 − ε)ωi(t)
∏

j∈A(t)\E\{l}

[1 − (1 − ε)ωj(t)]

× {(1 − ε) (ω′
l(t)− ωl(t))

×
[
Wt+1

(
Ω−l; p

l
11

)
−Wt+1 (Ω−l; τl (ϕ (ω′

l)))
]

+ (1 − (1 − ε)ωl(t)) [Wt+1 (Ω−l; τl (ϕ (ω′
l)))

− Wt+1 (Ω−l; τl (ϕ(ωl)))]} . (4)

Next, we derive the bound of Wt+1(Ω−l; p
l
11)−Wt+1(Ω−l;

τl(ϕ(ω
′
l))) through three cases3 as follows.

Case 1: If l ∈ A′(t+ 1) and l ∈ A(t+ 1), according to the induction
hypothesis, we have

0 ≤ c ·
(
pl11 − τl (ϕ (ω′

l))
)
g′minΔmin

≤ Wt+1

(
Ω−l; p

l
11

)
−Wt+1 (Ω−l; τl (ϕ (ω′

l)))

≤ c ·
(
pl11 − τl (ϕ (ω′

l))
)
g′maxΔmax

T−t−1∑
i=0

βi
(
δmax
p

)i
.

Case 2: If l /∈ A′(t+ 1) and l /∈ A(t+ 1), according to the induction
hypothesis, we have

0 ≤ Wt+1

(
Ω−l; p

l
11

)
−Wt+1 (Ω−l; τl (ϕ (ω′

l)))

≤ c ·
(
pl11 − τl (ϕ (ω′

l))
)
g′maxΔmax

T−t−1∑
i=1

βi
(
δmax
p

)i
.

Case 3: If l ∈ A′(t+ 1) and l /∈ A(t+ 1), according to the induction
hypothesis, we have

0 ≤ Wt+1

(
Ω−l; p

l
11

)
−Wt+1 (Ω−l; τl (ϕ (ω′

l)))

≤ c ·
(
pl11 − τl (ϕ (ω′

l))
)
g′maxΔmax

T−t−1∑
i=0

βi
(
δmax
p

)i
.

Combining the three cases, we obtain

0 ≤ Wt+1

(
Ω−l; p

l
11

)
−Wt+1 (Ω−l; τl (ϕ (ω′

l)))

≤ c ·
(
pl11 − τl (ϕ (ω′

l))
)
g′maxΔmax

T−t−1∑
i=0

βi
(
δmax
p

)i
= c ·

[
1 − εω′

l

1 − (1 − ε)ω′
l

]

×
(
pl11 − pl01

)
g′maxΔmax

T−t−1∑
i=0

βi
(
δmax
p

)i
. (5)

According to Lemma 1, we have τl(ϕ(ω
′
l)) ≥ τl(ϕ(ωl)) when

ω′
l ≥ ωl. Thus, we have the bounds of Wt+1(Ω−l; τl(ϕ(ω

′
l)))−

Wt+1(Ω−l; τl(ϕ(ωl))) by similar induction as follows:

0 ≤ Wt+1 (Ω−l; τl (ϕ (ω′
l)))−Wt+1 (Ω−l; τl (ϕ(ωl)))

≤c·(τl (ϕ (ω′
l))− τl (ϕ(ωl))) g

′
maxΔmax

T−t−1∑
i=0

βi
(
δmax
p

)i
= c·

ε (ω′
l − ωl)

(
pl11 − pl01

)
g′maxΔmax

[1 − (1 − ε)ω′
l] [1 − (1 − ε)ωl]

T−t−1∑
i=0

βi
(
δmax
p

)i
. (6)

Combining (4)–(6), and pl11 − pl01 ≤ δmax
p , we have

0 ≤ ΓA′
(Ω′(t))− ΓA (Ω(t))

≤ c · (ω′
l − ωl) δ

max
p g′maxΔmax

T−t−1∑
i=0

βi
(
δmax
p

)i
.

3It can be noted that the case l /∈ A′(t+ 1) and l ∈ A(t+ 1) is impossible
according to the definition of myopic policy and (3).
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Since

c · (ω′
l − ωl) g

′
minΔmin ≤ F (ΩA′(t))− F (ΩA(t))

≤ c · (ω′
l − ωl) g

′
maxΔmax

we have

c · (ω′
l − ωl) g

′
minΔmin

≤ WA′
t (Ω′

l)−WA
t (Ωl)

=F (ΩA′(t))− F (ΩA(t)) + β
(
ΓA ′ (Ω′(t))− ΓA (Ω(t))

)
≤ c·(ω′

l−ωl)Δmaxg
′
max

[
1+β · δmax

p

T−t−1∑
i=0

βi
(
δmax
p

)i]

= c · (ω′
l − ωl) g

′
maxΔmax

T−t∑
i=0

βi
(
δmax
p

)i
.

We thus complete the proof of the first part (l ∈ A′ and l ∈ A) of
Lemma 2.

Regarding the second case l /∈ A′ and l /∈ A and the third case l ∈
A′(t) and l /∈ A(t), the proof is basically an adaptive extension of the
proof of [5, Lemma 4] by incorporating the imperfect observation on
the channel state; hence, it is omitted here.
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Optimization of an Amplify-and-Forward Relay Network
Considering Time Delay and Estimation Error in

Channel State Information

Ying Zhang, Huapeng Zhao, Member, IEEE, and Chuanyi Pan

Abstract—This paper presents the optimization of an amplify-and-
forward (AF) relay network with time delay and estimation error in
channel state information (CSI). The CSI time delay and estimation error
are modeled by the channel time variation model and stochastic error
model, respectively. The conditional probability density function of the
ideal CSI upon the estimated CSI is computed based on these two models,
and it is used to derive the conditional expectation of the mean square error
(MSE) between estimated and desired signals upon estimated CSI, which
is minimized to optimize the beamforming and equalization coefficients.
Computer simulations show that the proposed method obtains lower bit
error rate (BER) than the conventional minimum MSE and the maxmin
SNR strategies when CSI contains time delay and estimation error.

Index Terms—Amplify and forward (AF), conditional expectation, es-
timation error, minimum mean square error (MMSE), outdated channel
state information (CSI), relay network.

I. INTRODUCTION

Relay technique is capable of extending communication range
and coverage, and it has received extensive study in recent years.
To maximize the benefit of relay technique, various protocols were
proposed, which include fixed relaying schemes, selection relaying
schemes, and incremental relaying schemes [1]–[3]. Meanwhile, it is
important to optimize the relay beamforming and equalization coef-
ficients to obtain optimal quality of communication. Perfect channel
state information (CSI) was assumed in many existing relay network
optimization methods [4]–[8]. In practice, the CSI is usually obtained
through estimation, and the estimated CSI is different from the ideal
CSI due to potential noises such as estimation error and feedback error.
Therefore, the design of relay network with imperfect CSI has attracted
much interest recently [9]–[15].

In [13], two kinds of models were presented to describe CSI im-
perfectness, namely, the stochastic error model and the norm-bounded
error model, which are applicable to CSI estimation and quantization
errors, respectively. In addition to estimation and quantization errors,
the channel time delay may also contribute to the CSI imperfectness,
which is known as the outdated CSI phenomena. Here, the time delay
includes delays due to CSI estimation and feedback. For point-to-
point communication system, the modeling of CSI estimation error
and time delay was introduced in [16]. Meanwhile, relay selection
with outdated CSI estimation has been recently studied extensively
[17]–[20]. It was shown that CSI time delay affected the performance
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