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Abstract—We consider an opportunistic communication system in which one transmitter communicates with one receiver by one of $N$ two-state Markov channels. The transmitter probes a channel before access. In particular, the transmitter does not access the probed channel if it is found to be in a bad state. Taking into account the probing cost, the transmitter will transmit over the chosen channel for a fixed time interval after probing. To maximize the throughput of the transmitter, we propose the second-highest probing policy, i.e., probing the second-best channel in terms of available probabilities of those channels. Further, we present three sets of conditions to guarantee the optimality of the policy for three scenarios, respectively. The conditions show that the optimality of the policy is tightly coupled with initial belief vector and non-trivial eigenvalue of two-state transition matrix. In addition, we extend the optimality of the policy to two related scenarios from the standpoint of exploitation vs exploration.
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I. INTRODUCTION

We consider a generic opportunistic communication system in which one transmitter communicates with one receiver by one of $N$ channels each time. In particular, each channel is modeled as an independent and identically distributed (i.i.d.) two-state discrete-time Markov process. Considering the probing cost, the transmitter is assumed to probe one channel each time and then get the state of the probed channel. Depending on the channel state, the transmitter decides to choose one channel to deliver information for a fixed time interval, and then gets a certain reward for the interval. The objective of the transmitter is to seek a joint probing and accessing policy which maximizes the expected discounted reward accrued over a finite time horizon.

The procedure of seeking an optimal joint probing and accessing policy can be transformed into a partially observable Markov decision process (POMDP) [1] or a restless multi-armed bandit (RMAB) [2] problem which is proved to be PSPACE-Hard [3]. Thus, there exists a huge computational complexity in obtaining the optimal policy for a generic POMDP or RMAB.

For this reason, a natural alternative for the transmitter is to seek a simple myopic policy. In this regard, the authors of [4, 5] proposed a myopic policy, i.e., sensing the best channel, for the case of sensing and accessing one channel in each time slot, and then extended this policy to the case of sensing and accessing multiple channels in [6]. Moreover, they proved that the myopic sensing policy is optimal if the state transition of the Markov channels is positively correlated. In [7], the authors considered an opportunistic access scenario in which one transmitter senses $k$ of $N$ channels and accesses one of the sensed channels, and showed that sensing the best $k$ channels is the optimal policy if $k+1 = N$, while not optimal generally for $k+1 < N$, by constructing a counterexample. In [8], the authors considered an opportunistic communication system similar to [7] except sensing $k$ channels and accessing $m$ ($1 \leq m \leq k$) of those $k$ sensed channels, and gave some conditions for the optimality of the myopic policy by comparing some lower and upper bounds. In [9], we considered the heterogeneous Markov channels and proposed a set of sufficient conditions to guarantee the optimality of the myopic policy. In [10–12], we further investigated the opportunistic access with imperfect state observation, and presented some conditions on the optimality of the myopic policy. In [13], the authors considered the homogeneous multi-state Markov channels and proposed a set of sufficient conditions to guarantee the optimality of the myopic policy. In [14, 15], we explored the multi-state Markov chains with imperfect state observation, and showed that the myopic policy is optimal under some closed-form conditions on the channel transition matrices.

From [5–15], we know that one of the common points of those policies for the transmitter is to always access channel(s) from those sensed or probed in the latest slot, regardless of the sensing or probing results. However, in order to obtain more rewards, a natural strategy for the transmitter is to avoid accessing those channels which have been found to be bad in the latest slot. That is to say, if the states of those channels have been found to be bad, the transmitter should choose channels from those which are found to be good or not sensed (probed).
in the latest slot.

This guidance is integrated into the design of the joint probing and accessing policy for opportunistic communication [16, 17]. In particular, the authors of [16] considered the decision-making problem in which one transmitter is probing one channel and accessing one channel of $N$ channels for a fixed time interval. In particular, if the probed channel is found to be in a good state, the transmitter transmits over it; otherwise, the transmitter chooses another one. Moreover, a myopic policy, namely the second-best probing policy, is proposed and shown to be optimal for the positively correlated case of three channels ($N = 3$) and conjectured to be optimal for the generic case with multiple channels ($N > 3$). In our previous work [17], we studied the joint probing and accessing policy for opportunistic communication in which the transmitter is allowed to probe $k$ channels and access only one channel each time. Then we proposed an extended second-best policy, i.e., probing $k$ channels from the second-best one, and proved that the policy is optimal for the case of $k+2 = N$, while not optimal as shown by a counterexample for $k+2 < N$.

There are many literatures in spectrum sensing and antenna selection [18–20]. In [18], the authors, through the POMDP approach, studied antenna selection at a receiver equipped with multiple antenna elements but only a single radio frequency chain for packet reception. In [19], the authors, based on sub-Nyquist sampling and the POMDP framework, developed an adaptive constrained wideband spectrum sensing method with no requirement of any prior knowledge. In [20], the authors considered spectrum sensing under secondary user hardware limitation and then proposed a random spectrum sensing strategy to select the subchannels to sense in a totally random fashion.

In this paper, following the conjectures of [16, 17], we carry out a deep investigation into the joint probing and accessing policy for opportunistic communication in which the transmitter is allowed to probe one channel and access one channel for a fixed time interval each time. Further, we propose a joint probing and accessing policy in which the transmitter probes the second-best channel and chooses the channel for transmission if it is found to be good; otherwise, the transmitter chooses the best channel.

The difference of our work from [16, 17] is that, first, we derive some sufficient conditions for the optimality of the second-best policy to avoid justifying whether the myopic policy is optimal in a generic case, and, second, we discuss the optimality of some similar policies in other scenarios from the standpoint of exploitation vs exploration.

Our contributions in this paper include

- We extend the optimality to two related scenarios, probing multiple channels and accessing one channel, and probing two channels and accessing the better one of the two.

The paper is organized as follows. Section II formulates the problem and gives the motivation. Section III defines pseudo value function and investigates its structural properties. Section IV establishes the conditions under which the myopic policy is optimal. Section V extends the optimality to other related scenarios. Section VI verifies the theoretical results by numerical simulation. Section VII concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an opportunistic communication system which is composed of $N$ channels, one transmitter and one receiver. The transmitter is allowed to deliver information to the receiver over one of $N$ independent channels $N' = \{1, 2, \ldots, N\}$. Each channel has two states, i.e., good (1) and bad (0), and evolves according to a Markovian process. All the channels are homogeneous and have the same transition matrix

$$P = \begin{bmatrix} 1 - p_{01} & p_{01} \\ 1 - p_{11} & p_{11} \end{bmatrix} = \begin{bmatrix} 1 - p_{11} + \lambda & p_{01} \\ 1 - p_{11} & p_{01} + \lambda \end{bmatrix},$$

where $\lambda := p_{11} - p_{01}$ is the non-trivial eigenvalue and ‘1’ is the trivial eigenvalue of $P$.

The opportunistic system is assumed to work in a synchronous fashion and the time horizon is divided into mini-slots, indexed by $\varsigma (\varsigma = 0, 1, \ldots, T'-1)$, herein $T'$ is the number of mini-slots. Considering the energy cost of probing, the transmitter is limited to probing one of the $N$ channels each time and accessing one channel based on the probed result at each mini-slot. Especially, once probed at a mini-slot, the transmitter would suspend probing for a fixed number, $K - 1$, of mini-slots to further reduce the probing cost; that is, the transmitter would access the same channel for $K$ continuous mini-slots, as shown in Fig. 1. We assume that the transmitter does not receive feedback information for previous transmissions.

![Fig. 1. Probing and Accessing model](image-url)

Suppose that $K$ continuous mini-slots constitute a slot. Thus, $T'$ mini-slots are divided into $T := \lceil \frac{T'}{K} \rceil$ slots with slot index $t (t = 0, 1, \ldots, T - 1)$.

Let $s_i(t)$ be the state of channel $i$ at the beginning of slot $t$, $b(t)$ be the channel probed at slot $t$, $a(t)$ be the observed state of channel $b(t)$, and $a(t)$ be the channel accessed at slot $t$. Denote by $A_t := (a(0), a(1), \ldots, a(t-1))$ the access history,
by \( O_t := \{o(0), o(1), \ldots, o(t-1)\} \) the observation history, and by \( B_t := \{b(0), b(1), \ldots, b(t-1)\} \) the probing history.

At each probing time, the transmitter only obtains the state of the probing channel and speculates the states of other channels from the past probing history and decision history information. Let \( \omega_i(t) \) \((0 \leq \omega_i(t) \leq 1)\) denote the probability of channel \( i \) in ‘good’ state at the beginning of slot \( t \) given the history information\(^1\). Then we introduce a belief vector to characterize the opportunistic system state, i.e.,

\[
\mathbf{w}(t) := (\omega_1(t), \omega_2(t), \ldots, \omega_N(t)).
\]

Due to Markov feature, a belief value only depends on its latest value and is updated as follows:

\[
\omega_i(t+1) = \begin{cases} 
\phi(1), & i = b(t), o(t) = 1, \\
\phi(0), & i = b(t), o(t) = 0, \\
\phi(\omega_i(t)), & i \neq b(t),
\end{cases}
\]

where

\[
\phi(\omega) := \tau^K(\omega) := \tau(\tau^{K-1}(\omega)),
\]

\[
\tau(\omega) := p_{11}\omega + p_{01}(1 - \omega).
\]

**B. Decision Problem and Policy**

Let \( F(\omega_{a(t)}(t),\omega_{b(t)}(t)) \) be the reward accrued in slot \( t \) (corresponding to \( K \) mini-slots), i.e.,

\[
F(\omega_{a(t)}(t),\omega_{b(t)}(t)) := \sum_{k=0}^{K-1} \left[ \omega_{b(t)}(t) \tau^k(1) + (1 - \omega_{b(t)}(t)) \tau^k(\omega_{a(t)}(t)) \right].
\]

**Proposition 1.** \( F(\omega_{a(t)}(t),\omega_{b(t)}(t)) \) is an increasing function in both \( \omega_{a(t)}(t) \) and \( \omega_{b(t)}(t) \). Moreover, \( F(\omega_{a(t)}(t),\omega_{b(t)}(t)) \) is symmetric in \( \omega_{a(t)}(t) \) and \( \omega_{b(t)}(t) \), i.e.,

\[
F(\omega_{a(t)}(t),\omega_{b(t)}(t)) = F(\omega_{b(t)}(t),\omega_{a(t)}(t)).
\]

**Proof.** It is easy to check this result according to the definition of \( F(\omega_{a(t)}(t),\omega_{b(t)}(t)) \).

**Proposition 2.** Given \( \mathbf{w}(t) = (\omega_1(t), \omega_2(t), \ldots, \omega_N(t)) \), if probing channel \( b(t) \) and obtaining \( o_t = 0 \), then the optimal accessing policy at slot \( t \) is to access the channel

\[
\bar{a}(t) = \arg\max_i \{\omega_i(t) : i \in \mathcal{N} - \{b(t)\}\}.
\]

**Proof.** According to (11), (12), and Proposition 1, we know that \( V_i(\mathbf{w}(t)) \) is an increasing function in \( \omega_{a(i)}(t) \), which leads to the proposition.

According to Proposition 2, we know that seeking an optimal probing and accessing policy can be simplified into seeking an optimal probing policy. Thus, the objective of the transmitter is to find an optimal probing policy \( \pi^* \) which can maximize the expected reward collected over a finite number of slots (or mini-slots).

Denote a probing policy by \( \pi := (\pi_0, \pi_1, \ldots, \pi_{T-1}) \) where \( \pi_i \) maps the belief vector \( \mathbf{w}(t) \) to the action \( b(t) \) in slot \( t \), i.e.,

\[
\pi_i : \mathbf{w}(t) \mapsto b(t), \quad t = 0, 1, \ldots, T-1.
\]

\(^1\)Especially, \( \omega_i(0) = \frac{p_{11}}{p_{01} + p_{11}} \) if no information is given.

Then we have the following optimal problem:

\[
\pi^* = \arg\max_{\pi} \mathbb{E} \left\{ \sum_{t=0}^{T-1} \beta^t R_{\pi_i}(\mathbf{w}(t)) \mid \mathbf{w}(0) \right\}, \tag{10}
\]

where \( \beta \) \((0 \leq \beta \leq 1)\) is a discount factor and \( R_{\pi_i}(\mathbf{w}(t)) \) denotes the reward accrued under the mapping \( \pi_i \) in slot \( t \) and \( \mathbf{w}(t) \).

For ease of analysis, we rewrite (10) in the language of dynamic programming,

\[
V_T(\mathbf{w}(t)) = \max_{b(T)} \left\{ F(\omega_{a(T)}(T),\omega_{b(T)}(T)) \right\}, \tag{11}
\]

\[
V_i(\mathbf{w}(t)) = \max_{b(t)} \left\{ F(\omega_{a(t)}(t),\omega_{b(t)}(t)) + \beta \omega_{b(t)}(t) V_{i+1}(\mathbf{w}_{-b(t)}(t+1),\phi(1)) + \beta(1 - \omega_{b(t)}(t)) V_{i+1}(\mathbf{w}_{-b(t)}(t+1),\phi(0)) \right\}, \tag{12}
\]

where

\[
\mathbf{w}_{-b(t)}(t+1) := (\phi(\omega_1(t)), \ldots, \phi(\omega_{i(b(t)-1)}(t)), \phi(\omega_{b(t)+1}(t)), \ldots, \phi(\omega_N(t))).
\]

Considering the huge difficulty from the recursive iteration in (12), we avoid computing the optimal policy \( \pi^* \) and turn to seek a simple myopic policy, which only maximizes the current reward, as follows:

\[
\bar{b}(t) := \arg\max_{b(t) \in \mathcal{N}} \left\{ F(\omega_{a(t)}(t),\omega_{b(t)}(t)) \right\}. \tag{13}
\]

However, according to Proposition 1, if \( \omega_1(t) \geq \omega_2(t) \geq \cdots \geq \omega_N(t) \), then \( b(t), a(t) = (1,2) \) or \( (2,1) \) generates the identically maximal slot reward; that is, the myopic policy is not unique. From the perspective of exploitation vs. exploration, probing channel \( b(t) = 2 \) would obtain more information from the system than \( b(t) = 1 \). Thus, the transmitter always probes channel \( b(t) = 2 \), and accesses channel \( a(t) = 1 \), which is defined as follows

**Definition 1 (The Second-Highest Probing Policy).** The second-highest probing policy is to probe the second-best channel in terms of the belief values.

**C. Motivation**

Although the second-highest probing policy is easy to implement, we demonstrate by the following counterexample that the second-highest policy cannot be guaranteed to be optimal. This counterexample also shows that the conjecture in [17] is not true.

**Counterexample.** \( N = 6, T = 3, K = 1, p_{11} = 0.5, p_{01} = 0.3, \mathbf{w}(0) = (0.999, 0.50, 0.49, 0.39, 0.25, 0.25) \). Let \( V_1 \) be the reward generated by the second-highest probing policy for \( t = 0, 1, 2 \), and \( V_2 \) be the reward generated by probing the third-highest channel for \( t = 0 \) and then probing the second-highest channel for \( t = 1, 2 \). Then we can get \( V_2 - V_1 \approx 2.033833 - 2.38334 = 0.00004 > 0 \), which shows the second-highest probing policy is not optimal in this setting.
Thus, a natural question is under what condition the second-highest policy is optimal. The following sections will answer this question by seeking sufficient conditions to guarantee that the second-highest policy is optimal.

### III. Pseudo Value Function

In this section, we first introduce the pseudo value function [9] and then derive the decomposability feature of the pseudo value function for (12). For convenience of presentation, in each slot $t$, $w(t)$ is sorted in the descending order, i.e., $\omega_1(t) \geq \omega_2(t) \geq \cdots \geq \omega_N(t)$.

**Definition 2.** The pseudo value function for (12) can be written as

$$
W_T(w(T)) = \omega_1(T) + \omega_2(T) - \omega_1(T)\omega_2(T),
$$

$$
W_r(w(r)) = \omega_1(r) + \omega_2(r) - \omega_1(r)\omega_2(r) + \beta \omega_2(r)W_{r+1}(\omega_{-r}(r+1), \phi(1)) + \beta(1 - \omega_2(r))W_{r+1}(\omega_{-r}(r+1), \phi(0)),
$$

$$
W_{b(t)}(w(t)) = \omega_{b(t)}(t) + \omega_{b(t)}(t) - \omega_{b(t)}(t)\omega_{b(t)}(t) + \beta \omega_{b(t)}(t)W_{b(t+1}(\omega_{-b(t)}(t+1), \phi(1)) + \beta(1 - \omega_{b(t)}(t))W_{b(t+1}(\omega_{-b(t)}(t+1), \phi(0)),
$$

where $t < r \leq T$.

$W_{b(t)}(w(t))$ denotes the expected accumulated reward from slot $t$ to $T$ under the policy of probing the channel $b(t)$ for slot $t$ and then probing the second-highest channel from slot $t+1$ to $T$. If $b(t) = 2$, then $W_{b(t)}(w(t))$ is the total reward generated by the second-highest probing policy.

It is easy to show by backward induction that the second-highest policy is optimal if $W_{b(t)}(w(t))$ achieves its maximum with $b(t) = 2$. Before establishing the optimality of the second-highest probing policy, we show the decomposability property of the pseudo value function for (12) in the following lemma.

**Lemma 1.** For $\forall i \in N$ and $t = 0, 1, \cdots, T$, we have

$$
W_{b(t)}(\omega_1, \cdots, \omega_i, \cdots, \omega_N) = \omega_i W_{b(t)}(\omega_1, \cdots, 1, \cdots, \omega_N) + (1 - \omega_i)W_{b(t)}(\omega_1, \cdots, 0, \cdots, \omega_N).
$$

**Proof.** The lemma can be proven by backward induction following the same proof of [9].

**Proposition 3.** $F(\omega_{a(t)}, 1) - F(\omega_{a(t)}, 0)$ is decreasing in $\omega_{a(t)}$.

**Proof.**

$$
F(\omega_{a(t)}, 1) - F(\omega_{a(t)}, 0) = \sum_{k=0}^{K-1} [\tau^k(1) - \tau^k(\omega_{a(t)})]
$$

$$
= (1 - \omega_{a(t)}) \sum_{k=0}^{K-1} \lambda^k,
$$

which is decreasing with $\omega_{a(t)}$.

### IV. Optimality Analysis

In this section, we investigate three scenarios, i.e., positively correlated channels, negatively correlated channels with odd $K$, and negatively correlated channels with even $K$, and propose three sets of conditions to guarantee the optimality of the second-highest policy for the three scenarios, respectively.

#### A. Positively Correlated Channels $\lambda \geq 0$

The following lemma gives some bounds on some exchange operations in different positions, under certain conditions on the initial belief values and the non-trivial eigenvalue of $P$.

**Lemma 2.** Given $\lambda^K \leq 4 \frac{1 - \phi(0)}{(1 - \phi(1))(1 - \omega_0)} - 1$ and $\phi(0) \leq \omega_i \leq \phi(1)$ ($1 \leq i \leq n$), we have for $0 \leq t \leq T - 1$

1) if $\omega_i \geq \omega_{i+1}$ ($3 \leq i \leq n - 1$), then

$$
W_i(\cdots, \omega_i, \omega_{i+1}, \cdots) \geq W_i(\cdots, \omega_{i+1}, \omega_i, \cdots).
$$

2) if $\omega_2 \geq \omega_3$, then

$$
W_i(\omega_1, \omega_2, \omega_3, \cdots) \geq W_i(\omega_1, \omega_3, \omega_2, \cdots).
$$

3) if $\omega_1 \geq \omega_2$, then

$$
0 \leq W_i(\omega_1, \omega_2, \omega_3, \cdots) - W_i(\omega_2, \omega_1, \omega_3, \cdots) \leq (1 - \omega_2)(F(\phi(1), 1) - F(\phi(1), 0)).
$$

4) if $\omega_1 \geq \omega_2 \geq \cdots \geq \omega_n$, then

$$
W_i(\omega_1, \omega_2, \omega_3, \cdots, \omega_{n-1}, \omega_n) - W_i(\omega_1, \omega_n, \omega_2, \cdots, \omega_{n-1}) \leq F(\omega_1, 1) - F(\omega_0).
$$

**Proof.** See Appendix I.

The following Lemma 3 is parallel to Lemma 2 under different conditions on the non-trivial eigenvalue of $P$.

**Lemma 3.** Given $\lambda^K \leq \frac{1 - \phi(1)}{2 - \phi(1)} - \frac{1 - \phi(0)}{2 - \phi(0)}$ and $\phi(0) \leq \omega_i \leq \phi(1)$ ($1 \leq i \leq n$), we have for $0 \leq t \leq T - 1$

1) if $\omega_i \geq \omega_{i+1}$ ($3 \leq i \leq n - 1$), then

$$
W_i(\cdots, \omega_i, \omega_{i+1}, \cdots) \geq W_i(\cdots, \omega_{i+1}, \omega_i, \cdots).
$$

2) if $\omega_2 \geq \omega_3$, then

$$
W_i(\omega_1, \omega_2, \omega_3, \cdots) \geq W_i(\omega_1, \omega_3, \omega_2, \cdots).
$$

3) if $\omega_1 \geq \omega_2$, then

$$
W_i(\omega_1, \omega_2, \omega_3, \cdots) - W_i(\omega_2, \omega_1, \omega_3, \cdots) \geq 0.
$$

4) if $\omega_1 \geq \omega_2 \geq \cdots \geq \omega_n$, then

$$
W_i(\omega_1, \omega_2, \cdots, \omega_{n-1}, \omega_n) - W_i(\omega_n, \omega_2, \cdots, \omega_{n-1}, \omega_1) \leq (1 - \omega_n)(F(\phi(0), 1) - F(\phi(0), 0)) \frac{1}{1 - \lambda^K}.
$$

**Proof.** See Appendix II.

Based on Lemma 2 and Lemma 3, we have the following.

**Theorem 1.** Given $\phi(0) \leq \omega_i(0) \leq \phi(1)$ ($1 \leq i \leq N$), the second-highest probing policy is optimal if one of the following holds

1) $\lambda^K \leq 4 \frac{1 - \phi(0)}{(1 - \phi(1))(1 - \omega_0)} - 1$, or
2) $\lambda^K \leq \frac{1-\phi(1)}{2-\phi(1)-\phi(0)}$.

Proof. Case 1. $\lambda^K \leq \frac{1-\phi(0)}{2-\phi(0)-\phi^2(0)}$. In this case, we know that Lemma 2 holds. According to the rule of Bubble sort algorithm, we can easily check that $V_t(\omega_1, \omega_2, \ldots, \omega_N)$ is the maximal, which shows that the second-highest policy is optimal.

Case 2. $\lambda^K \leq \frac{1-\phi(1)}{2-\phi(1)-\phi(0)}$. In this case, Lemma 3 holds. Thus, following the similar proof, we know that the second-highest policy is optimal. □

Corollary 1. Given $\phi(0) \leq \omega_i(0) \leq \phi(1)$ $(1 \leq i \leq N)$, the second-highest probing policy is optimal if one of the following holds

1) $5 - 2\sqrt{2} \leq \omega_i(0) \leq \phi(1)$ $\leq \omega_i(0) \leq p_{11}$, or
2) $p_{01} \leq \omega_i(0) \leq p_{11} \leq \frac{1-\sqrt{2}}{2}$.

Proof. Please refer to Appendix III. □

B. Negatively Correlated Channels $\lambda < 0$: odd $K$

For the case of negatively correlated channels with odd $K$, we have the following similar lemma.

Lemma 4. Given $\lambda^K \leq \frac{1-\phi(0)}{2-\phi(0)-\phi^2(0)}$ and $\phi(1) \leq \omega_i \leq \phi(0)$ $(1 \leq i \leq n)$, we have for $0 \leq t \leq T-1$

1) if $\omega_i \geq \omega_i+1$ $(3 \leq i \leq n-1)$, then

$$W_t(\cdots, \omega_i, \omega_i+1, \cdots) \geq W_t(\cdots, \omega_i+1, \omega_i, \cdots)\quad\text{(23)}.$$ 

2) if $\omega_i \geq \omega_3$, then

$$W_t(\omega_1, \omega_2, \omega_3, \omega_4, \cdots) \geq W_t(\omega_1, \omega_3, \omega_2, \omega_4, \cdots)\quad\text{(24)}.$$ 

3) if $\omega_1 \geq \omega_2$, then

$$W_t(\omega_1, \omega_2, \omega_3, \cdots) \geq W_t(\omega_2, \omega_1, \omega_3, \cdots)\quad\text{(25)}.$$ 

4) if $\phi(\omega_2) \geq \omega_3 \geq \cdots \geq \omega_n$, then

$$W_t(\omega_1, \phi(\omega_2), \cdots, \omega_{n-1}, \omega_n) - W_t(\omega_1, \omega_2, \cdots, \omega_{n-1}, \omega_1)$$

$$\leq (\omega_1 - \omega_n)[F(\phi^2(0), 1) - F(\phi^2(0), 0)]1 - |\lambda|^{K/2T}1 - |\lambda|^K\quad\text{(26)}.$$ 

Proof. See Appendix IV. □

Following the similar proof of Theorem 1, we obtain

Theorem 2. Given $\phi(1) \leq \omega_i(0) \leq \phi(0)$ $(1 \leq i \leq N)$, the second-highest policy is optimal if the following holds

$$|\lambda|^K \leq \frac{1-\phi(0)}{2-\phi(0)-\phi^2(0)}.$$

Corollary 2. Given $\phi(1) \leq \omega_i(0) \leq \phi(0)$ $(1 \leq i \leq N)$, the second-highest probing policy is optimal if the following holds

$$|\lambda| = p_{01} - p_{11} \leq \frac{1 - p_{01}}{2 - p_{01} - p_{11}}\quad\text{(28)}.$$ 

Proof. It is easy to check since $|\lambda|^K \leq |\lambda|$, $\phi(0) \leq p_{01}$, and $\phi^2(0) \geq p_{11}$.

C. Negatively Correlated Channels $\lambda < 0$: even $K$

Following the similar proofs of Lemma 3, Lemma 4, and Theorem 2, we have the following theorem concerning the negatively correlated channels with even $K$.

Theorem 3. Given $\phi(0) \leq \omega_i(0) \leq \phi(1)$ $(1 \leq i \leq N)$, the second-highest probing policy is optimal if

$$|\lambda|^K \leq \frac{1-\phi(1)}{2-\phi(1)-\phi^2(0)}\quad\text{(29)}.$$ 

V. Extension

A. The Case of Probing Multiple Channels

For ease of presentation, we denote by $S_1$ the scenario considered in the previous sections where the transmitter is allowed to probe and access one channel in each slot.

Suppose a scenario, denoted by $S_2$, in which the transmitter is allowed to probe a number, $M$, of channels, and access one channel each time. In this case, the second-highest probing is extended to probe $M$ channels from the second-highest one. This extended policy is also optimal under the same conditions in Theorems 1–3.

This can be explained simply. Compared to $S_1$, the transmitter in $S_2$ probes the other $M-1$ channels to obtain more information from the communication system such that the future decision can be made more precisely in $S_2$ than $S_1$. Considering the optimality of the second-highest probing policy for $S_1$, the extended policy is certainly optimal for $S_2$.

B. The Case of Probing Two Channels and Accessing One of the Two Probed Channels

Suppose a scenario, denoted by $S_3$, in which the transmitter is allowed to probe two channels, denoted by $B_i$ and $B_j$, and access the better one $a(t)$ of $B_i$. Letting $b(t) := B_i - \{a(t)\}$, then the current reward is

$$F(\omega_{a(t)}(t), \omega_{b(t)}(t))$$

$$= \sum_{k=0}^{K-1} [\omega_{b(t)}(t)\tau^k(1) + (1 - \omega_{b(t)}(t))\tau^k(\omega_{a(t)}(t))],$$

which is the same as (6) in $S_1$.

In this case, the myopic policy is to probe the two best channels each time, which leads to the same $(b_{t}, a_t)$ as the second-highest probing policy in $S_1$.

On the other hand, compared with $S_1$, the transmitter in $S_3$ has the same slot reward and policy, and moreover, probes more channels to obtain more information from the system. As a result, the myopic policy, probing the two best channels, is optimal for $S_3$ under those conditions in Theorems 1–3.

VI. NUMERICAL SIMULATION

In this section, we evaluate the performance of the second-highest probing policy under different scenarios by comparing with myopic probing policy (probing the first-best channel), random probing policy (randomly probing a channel in each slot), and the optimal probing policy which is obtained only for small $T$ by brute force search in the whole policy space. Specifically, we compare the average accumulated reward of these policies with the function of the number of time slots.
A. Positively correlated case ($\lambda \geq 0$)

First, we consider the scenarios with 4 channels and 10 slots, in which each slot only includes one mini-slot, i.e., $K = 1$.

The upper plot of Fig. 2 shows that the performance curve of the second-highest policy matches that of the optimal policy which verifies the theoretical result of the first part of Theorem 1, i.e., the second-highest policy is optimal under $\lambda^K \leq 4\left(\frac{1-\phi(0)}{1-\phi(1)} - 1\right)$ and $p_{01} \leq \phi(0) \leq p_{11}$. Meanwhile, we can observe that the second-highest policy is better than the myopic policy, although the performance difference is not obvious.

The lower plot of Fig. 2 also shows the second-highest policy is optimal which verifies the theoretical result in the second part of Theorem 1. Meanwhile, the second-highest policy outperforms both the myopic policy and the random policy.

Second, we evaluate the performance of these policies in the scenario with $K = 4$, $N = 4$ and $T = 10$. Similarly, we observe from Fig. 3 that the second-highest policy is optimal and outperforms the myopic policy and the random policy.

B. Negatively correlated case ($\lambda < 0$)

For this case, we consider the cases with $K = 1$ and $K = 2$, which correspond to the odd $K$ in Theorem 2 and the even $K$ in Theorem 3, respectively. From Fig. 4, we observe that the second-highest policy is optimal under the corresponding sufficient conditions of Theorem 2 and Theorem 3.

VII. CONCLUSION

We consider the joint probing and accessing problem in an opportunistic communication system in which the transmitter probes one channel and accesses one channel for a fixed time interval based on the probed result. We formalize this problem in the language of RMAB and then propose the second-highest probing policy. First, by constructing a counterexample, we show that the second-highest probing policy is not always optimal. Further, we present three sets of closed-form conditions under which the optimality of the second-highest policy is ensured. The sufficient conditions show that the optimality is tightly coupled with the initial belief vector and the non-trivial eigenvalue of the state transition matrix. From the viewpoint of exploitation vs. exploration, we extend the optimality to two related scenarios. Future work will include seeking the optimality of the policy for those channels with heterogeneous state transition matrices.

APPENDIX I

PROOF OF LEMMA 2

The proving process is based on backward induction in three steps as follows:

1° In slot $T$, this lemma holds trivially, noticing $W_T(\omega(T)) = F(\omega(T))$.

For the first part of Lemma 2,

$$W_T(\omega_1, \omega_1, \omega_{i+1}, \cdots) - W_T(\omega_1, \omega_1, \cdots) = F(\omega_1, \omega_2) - F(\omega_1, \omega_2) = 0$$

For the second part of Lemma 2,

$$W_T(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) - W_T(\omega_1, \omega_2, \cdots, \omega_n) = F(\omega_1, \omega_2) - F(\omega_1, \omega_2) = (\omega_2 - \omega_3)(F(\omega_1, 1) - F(\omega_1, 0)) \geq 0$$
For the third part of Lemma 2,
\[ W_1(\omega_1, \omega_2, \omega_3, \ldots, \omega_n) - W_1(\omega_2, \omega_1, \omega_3, \ldots, \omega_n) = F(\omega_1, \omega_2) - F(\omega_2, \omega_1) = 0 \]

For the fourth part of Lemma 2,
\[ W_T(\omega_1, \omega_2, \ldots, \omega_{n-1}, \omega_n) - W_T(\omega_1, \omega_n, \omega_2, \ldots, \omega_{n-1}) = (\omega_2 - \omega_n)(F(\omega_1, 1) - F(\omega_1, 0)) \leq (F(\omega_1, 1) - F(\omega_1, 0)) \]

where the second equality is due to Lemma 1.

2° Assume at \( T = 1, \ldots, t+1 \), Lemma 2 (the first to fourth parts are denoted by H1−H4, respectively) holds, we thus prove this Lemma also holds at slot \( t \).

3° At slot \( t \),

3°1 For the first part of Lemma 2:
\[ W_t(\omega_1, \omega_2, \omega_3, \ldots, \omega_{n+1}) - W_t(\omega_1, \omega_3, \omega_2, \ldots, \omega_{n+1}) = (\omega_t - \omega_{t-1})(\omega_t - \omega_1) \]
\[ W_{t+1}(\phi(1), \phi(\omega_1), \phi(\omega_2), \ldots, \phi(\omega_{n-1}), \phi(0)) - W_{t+1}(\phi(1), \phi(\omega_3), \phi(\omega_4), \ldots, \phi(\omega_{n+1}), \phi(0)) \]
\[ + (\omega_t - \omega_{t+1})(1 - \omega_2) \]
\[ W_{t+1}(\phi(\omega_1), \phi(\omega_2), \ldots, \phi(\omega_{n-1}), \phi(0), 1) - W_{t+1}(\phi(\omega_3), \phi(\omega_4), \ldots, \phi(\omega_{n+1}), \phi(0)) \]
\[ \leq (\omega_2 - \omega_3)(\omega_2 - \omega_4) \]
\[ W_{t+1}(\phi(1), \phi(\omega_1), \phi(0), 1) - W_{t+1}(\phi(0), \phi(\omega_3), \phi(0), 1) \]
\[ \times (F(\omega_1, 0) - F(\phi(1), 0)) \geq 0 \]

3°2 For the second part of Lemma 2,
\[ W_t(\omega_1, \omega_2, \omega_3, \omega_4, \ldots, \omega_n) - W_t(\omega_2, \omega_1, \omega_3, \omega_4, \ldots, \omega_n) \]
\[ = (\omega_2 - \omega_3) \times [W_t(\omega_1, 1, \omega_4, \ldots, \omega_n) - W_t(\omega_1, 0, \omega_4, \ldots, \omega_n)] \]
\[ = (\omega_2 - \omega_3)(\omega_2 - \omega_4)(\omega_2 - \omega_5) \]
\[ \geq 0 \]

where (a) is due to Proposition 3 with \( \omega_1 \leq \phi(1) \).

3°3 For the third part of Lemma 2,
\[ 0 \leq W_t(\omega_1, \omega_2, \omega_3, \ldots, \omega_n) - W_t(\omega_2, \omega_1, \omega_3, \ldots, \omega_n) \]
\[ = (\omega_1 - \omega_2)(W_t(1, 0, \omega_3, \ldots, \omega_n) - W_t(0, 1, \omega_3, \ldots, \omega_n)) \]
\[ = (\omega_1 - \omega_2)(F(1, 0) - F(0, 1)) + W_{t+1}(\phi(1), \phi(\omega_3), \ldots, \phi(\omega_n), \phi(0)) \]
\[ - W_{t+1}(\phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_n)) \]
\[ \leq (\omega_1 - \omega_2)(F(\phi(1), 1) - F(\phi(1), 0)) \]

3°4 For the fourth part of Lemma 2, according to Lemma 1, we have
\[ W_t(\omega_1, \omega_2, \ldots, \omega_{n-1}, \omega_n) - W_t(\omega_1, \omega_n, \omega_2, \ldots, \omega_{n-1}) \]
\[ = \omega_2 \omega_n \]
\[ \times [W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1}, 1) - W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1})] \]
\[ + \omega_2(1 - \omega_n) \]
\[ \times [W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1}, 0) - W_t(\omega_1, 0, \omega_3, \ldots, \omega_{n-1})] \]
\[ + (1 - \omega_2)(1 - \omega_n) \]
\[ \times [W_t(\omega_1, 0, \omega_3, \ldots, \omega_{n-1}, 0) - W_t(\omega_1, 0, \omega_3, \ldots, \omega_{n-1})] \]
\[ \leq 0 \geq 0 \]

In the following, we analyze (31) by four cases.

3°4°1 For the first term of (31), we have
\[ W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1}, 1) - W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1}) \]
\[ = F(\omega_1, 1) - F(\omega_1, 1) \]
\[ + W_{t+1}(\phi(1), \phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(1)) \]
\[ - W_{t+1}(\phi(1), \phi(\omega_1), \phi(1), \phi(\omega_3), \ldots, \phi(\omega_{n-1})) \]
\[ \leq F(\omega_1, 1) - F(\omega_1, 0) \]
\[ + (\phi(1) - \phi(\omega_1))(F(\phi(1), 1) - F(\phi(1), 0)) \]
\[ = F(\omega_1, 1) - F(\omega_1, 0) + \lambda^K(1 - \phi(1))(F(\omega_1, 1) - F(\omega_1, 0)) \]

3°4°2 For the second term of (31), we have
\[ W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1}, 0) - W_t(\omega_1, 0, \omega_3, \ldots, \omega_{n-1}) \]
\[ = F(\omega_1, 1) - F(\omega_1, 0) \]
\[ + W_{t+1}(\phi(1), \phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(1)) \]
\[ - W_{t+1}(\phi(1), \phi(\omega_1), \phi(1), \phi(\omega_3), \ldots, \phi(\omega_{n-1})) \]
\[ \leq F(\omega_1, 1) - F(\omega_1, 0) \]
\[ + (\phi(1) - \phi(\omega_1))(F(\phi(1), 1) - F(\phi(1), 0)) \]
\[ = F(\omega_1, 1) - F(\omega_1, 0) + \lambda^K(1 - \phi(1))(F(\omega_1, 1) - F(\omega_1, 0)) \]

3°4°3 For the third term of (31), we have
\[ W_t(\omega_1, 0, \omega_3, \ldots, \omega_{n-1}, 1) - W_t(\omega_1, 1, \omega_3, \ldots, \omega_{n-1}) \]
\[ = F(\omega_1, 0) - F(\omega_1, 1) \]
\[ + W_{t+1}(\phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(1), \phi(0)) \]
\[ - W_{t+1}(\phi(\omega_1), \phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1})) \]
\[ \leq F(\omega_1, 0) - F(\omega_1, 1) \]
\[ + W_{t+1}(\phi(1), \phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(0)) \]
\[- W_{t+1}(\phi(1), \phi(\omega_1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1}))\]
\[\leq F(\omega_1, 0) - F(\omega_1, 1)\]
\[+ W_{t+1}(\phi(1), \phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), 0)\]
\[- W_{t+1}(\phi(1), \phi(0), \phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}))\]
\[\leq F(\omega_1, 0) - F(\omega_1, 1) + F(\phi(1), 1) - F(\phi(1), 0)\]
\[\leq 0.\]

3.4 For the fourth term of (31), we have
\[W_t(\omega_1, 0, \omega_3, \ldots, \omega_{n-1}, 0) = W_t(\omega_1, 0, 0, \omega_3, \ldots, \omega_{n-1})\]
\[= W_{t+1}(\phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), 0, 0)\]
\[- W_{t+1}(\phi(\omega_1), 0, 0, \phi(\omega_3), \ldots, \phi(\omega_{n-1}))\]
\[\leq F(\phi(\omega_1), 1) - F(\phi(\omega_1), 0)\]
\[\leq F(\phi(\min\{\omega_0, \omega_1\}), 1) - F(\phi(\min\{\omega_0, \omega_1\}), 0)\]
where (g) is due to Proposition 3.

Combining the results of 3.4, we have
\[W_t(\omega_1, \omega_2, \ldots, \omega_{n-1}, \omega_n) - W_t(\omega_1, \omega_2, \omega_3, \ldots, \omega_{n-1})\]
\[\leq (1 - \phi(1))(1 + \lambda^K) F(\omega_1, 1) - F(\omega_1, 0)\]
\[+ (1 - \omega_2) \omega_3 \phi(\phi(1), 1) - F(\phi(1), 0)\]
\[+ (1 - \omega_2) (1 - \omega_3) \phi(\phi(\omega_1), 1) - F(\phi(\omega_1), 0)\]
\[\leq (1 - \omega_2) (1 + \omega_2 (1 - \omega_1) \lambda^K)\]
\[\times F(\min\{\omega_0, \omega_1\}, 1) - F(\min\{\omega_0, \omega_1\}, 0)\]
\[\leq F(\phi(\omega_1), 1) - F(\omega_1, 0)\]
where (h) is due to \(\omega_2 + 1 - \omega_1 \leq 1\), and (i) is due to \(\lambda^K \leq \frac{1}{4}.\)

To this end, we complete the proof of Lemma 2.

Appendix II

Proof of Lemma 3

The proof of Lemma 3 basically follows that of Lemma 2.

1° In slot \(T\), this lemma holds trivially, noticing \(W_T(w(T) = F(w(T))\).

2° Assume at \(T - 1, \ldots, t + 1\), Lemma 3 (the first to fourth parts are denoted by H1-H4, respectively) holds, we thus prove this Lemma also holds at slot \(t\).

3° At slot \(t\):

3.1° For the first part of Lemma 3:
\[W_t(\omega_1, \omega_2, \omega_3, \ldots) - W_t(\omega_1, \omega_2, \omega_3, \ldots)\]
\[= (\omega_1 - \omega_1) W_t(\omega_1, \omega_2, \omega_3, \ldots)\]
\[- (\omega_1 - \omega_1) W_t(\omega_1, \omega_2, \omega_3, \ldots)\]
\[= W_{t+1}(\phi(1), \phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1}))\]
\[\phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1})\]
\[\leq W_{t+1}(\phi(1), \phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), 0)\]
\[\phi(0), \phi(1), \phi(\omega_{n+2}), \ldots, \phi(\omega_n))\]
\[+ (\omega_1 - \omega_1) (1 - \omega_2)\]
\[W_{t+1}(\phi(\omega_1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), 0)\]
\[\phi(0), \phi(1), \phi(\omega_{n+2}), \ldots, \phi(\omega_n), \phi(0)\]
\[\leq 0.\]

3.2° For the second part of Lemma 3,
\[W_t(\omega_1, \omega_2, \omega_3, \ldots) - W_t(\omega_1, \omega_2, \omega_3, \ldots)\]
\[= (\omega_2 - \omega_3)\]
\[W_t(\omega_1, 1, 0, \omega_4, \ldots, \omega_n) - W_t(\omega_1, 0, 1, \omega_4, \ldots, \omega_n)\]
\[= (\omega_2 - \omega_3) F(\omega_1, 1) - F(\omega_1, 0)\]
\[+ W_{t+1}(\phi(1), \phi(\omega_1), 0, \phi(\omega_4), \ldots, \phi(\omega_n))\]
\[- W_{t+1}(\phi(\omega_1), \phi(1), \phi(\omega_4), \ldots, \phi(\omega_n), \phi(0))\]
\[\geq 0.\]

3.3° For the third part of Lemma 3,
\[W_t(\omega_1, \omega_2, \omega_3, \ldots) - W_t(\omega_1, \omega_2, \omega_3, \ldots)\]
\[= (\omega_1 - \omega_2) W_t(\omega_1, 0, \omega_3, \ldots, \omega_n) - W_t(\omega_1, 0, 1, \omega_3, \ldots, \omega_n)\]
\[= (\omega_1 - \omega_2) F(\omega_1, 0) - F(\omega_1, 0)\]
\[+ W_{t+1}(\phi(1), \phi(\omega_3), \ldots, \phi(\omega_n), \phi(0))\]
\[- W_{t+1}(\phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_n))\]
\[\geq 0.\]

3.4° For the fourth part of Lemma 3,
\[W_t(\omega_1, \omega_2, \ldots) - W_t(\omega_1, \omega_2, \omega_3, \ldots, \omega_{n-1})\]
\[= (\omega_1 - \omega_n) W_t(\omega_1, \omega_2, \ldots, \omega_{n-1}, 0)\]
\[- W_t(\omega_1, \omega_2, \omega_3, \ldots, \omega_{n-1}, 1)\]
\[= (\omega_1 - \omega_n) F(\omega_2, 1) - F(\omega_2, 0)\]
\[+ \omega_2 W_{t+1}(\phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(0))\]
\[- \omega_2 W_{t+1}(\phi(0), \phi(1), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(1))\]
\[+ (1 - \omega_2) W_{t+1}(\phi(1), \phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(0))\]
\[- (1 - \omega_2) W_{t+1}(\phi(0), \phi(\omega_3), \ldots, \phi(\omega_{n-1}), \phi(1))\]
\[\geq 0.\]
(H1)3

\[ (\omega_1 - \omega_n) \leq \left( F(\omega_2, 1) - F(\omega_2, 0) \right) + \omega_2 W_{t+1}(\phi(1), \phi(1), \phi(1), \phi(1), \cdots, \phi(1)) \]

\[ - \omega_2 W_{t+1}(\phi(0), \phi(0), \phi(0), \phi(0), \cdots, \phi(0), \phi(0)) \]

\[ + (1 - \omega_2) W_{t+1}(\phi(1), \phi(1), \phi(1), \phi(1), \cdots, \phi(1), \phi(1)) \]

\[ - (1 - \omega_2) W_{t+1}(\phi(0), \phi(0), \phi(0), \phi(0), \cdots, \phi(0), \phi(0)) \]

where (a) is due to Proposition 3 with \( \omega_2 \geq \phi(0) \).

Proof of Corollary 1

Based on Theorem 1, we have

Case 1.

\[ \lambda^K \leq 4 \left[ \frac{1 - \phi(0)}{(1 - \phi(1))(1 - \omega_0)} - 1 \right] \]

(a)

\[ \lambda^K \leq \frac{8p_{01} - 4p_{11}}{1 - p_{01}} \]

\[ \Rightarrow \lambda \leq \frac{8p_{01} - 4p_{11}}{1 - p_{01}} \]

\[ \Rightarrow p_{11} - p_{01} \leq \frac{8p_{01} - 4p_{11}}{1 - p_{01}} \]

\[ \Rightarrow p_{11} \leq \frac{p_{01}(9 - p_{01})}{5 - p_{01}} \]

\[ \Rightarrow 1 \leq \frac{p_{01}(9 - p_{01})}{5 - p_{01}} \]

\[ \Rightarrow p_{01} \geq 5 - 2\sqrt{5}, \]

where (a) is due to \( p_{01} \leq \phi(0) \leq \phi(1) \leq p_{11} \) and \( \omega_0 = \frac{p_{01}}{1 - p_{11} + p_{01}} \).

Case 2.

\[ \lambda^K \leq \frac{1 - \phi(1)}{2 - \phi(1) - \phi(0)} \]

(b)

\[ \lambda^K \leq \frac{1 - p_{11}}{2 - p_{11} - p_{01}} \]

\[ \Rightarrow p_{11} - p_{01} \leq \frac{1 - p_{11}}{2 - p_{11} - p_{01}} \]

\[ \Rightarrow (1 - p_{11})(2 - p_{11}) \geq (1 - p_{01})^2 \]

\[ \Rightarrow (1 - p_{11})(2 - p_{11}) \geq 1 \]

\[ \Rightarrow p_{11} \leq \frac{3 - \sqrt{5}}{2}, \]

where (b) is due to \( p_{01} \leq \phi(0) \leq \phi(1) \leq p_{11} \).

Combining the two cases, we finish the proof.

Appendix IV

Proof of Lemma 4

The proving process is based on backward induction in three steps as follows:

1° In slot \( T \), these Lemmas hold trivially, noticing \( W_T(w(T)) = F(w(T)) \).

For the first part of Lemma 4:

\[ W_T(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) = F(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) \]

For the second part of Lemma 4:

\[ W_T(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) = F(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) \]

\[ \Rightarrow (\omega_2 - \phi(0)) F(\omega_1, 1) - F(\omega_1, 0)) \]

For the third part of Lemma 4:

\[ W_f(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) = F(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) \]

For the fourth part of Lemma 4:

\[ W_T(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) = F(\omega_1, \omega_2, \omega_3, \cdots, \omega_n) \]

\[ \Rightarrow (\omega_2 - \omega_n) F(\omega_1, 1) - F(\omega_1, 0)) \]

\[ \leq F(\omega_1, 1) - F(\omega_1, 0) \]

2° Assume at \( T = 1, \cdots, t + 1 \), Lemma 4 (the first to fourth parts are denoted by (H1)–(H4), respectively) holds, we thus prove this Lemma also holds at slot \( t \).

3° At slot \( t \).

3°1 For the first part of Lemma 4:

\[ W_f(\cdots, \omega_1, \omega_i+1, 

= (\omega_1 - \omega_i+1) W_f(\omega_1, \cdots, \omega_i+1) \]

\[ = (\omega_1 - \omega_i+1) \omega_1 \]

\[ \omega_i+1(\phi(\omega_i), \cdots, \phi(\omega_i+1), \phi(0), \phi(1), \phi(0), \phi(0), \phi(1)) \]

\[ - W_{i+1}(\phi(\omega_i), \cdots, \phi(\omega_i+1), \phi(0), \phi(1), \phi(0), \phi(0), \phi(1)) \]

\[ + (\omega_1 - \omega_i+1)(1 - \omega_1)^2 \]

\[ W_{i+1}(\phi(0), \phi(0), \cdots, \phi(\omega_i+2), \phi(0), \phi(1), \phi(0), \phi(1), \phi(0), \phi(0), \phi(1)) \]

\[ W_{i+1}(\phi(\omega_i), \cdots, \phi(\omega_i+2), \phi(0), \phi(1), \phi(0), \phi(0), \phi(1)) \]

\[ \Rightarrow 0. \]
where (a) is due to Proposition 3 with $|\lambda|^K \leq \frac{1-\phi(0)}{2-\phi(0)-\phi^2(0)}$.

To this end, we complete the proof of Lemma 4.
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