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Abstract—Spectrum aggregation (SA) across heterogeneous
channels, including both dedicated and shared channels, provides
the potential for improving spectrum utilization and fulfilling the
requirement of broadband services. Heterogeneous SA brings
new technical challenges on multi-system coexistence on shared
channels and the resource allocation over heterogeneous chan-
nels. In this paper, we develop an analytical framework for
heterogeneous SA from a queue stability perspective. To make
all systems on the shared channels stable, we design a resource
allocation algorithm for the coexistence of multiple systems.
Specifically, we derive the closed-form modified water-filling
power control for the single-pair case by Lyapunov optimization
and prove that it achieves the queue stability for all systems.
Based on the results, we propose a low-complexity suboptimal
resource allocation algorithm for multi-pair SA, which is a NP-
hard problem. We partition user pairs into groups by using
graph coloring and allocate the shared channels to pair groups
according to the maximal weight bipartite matching model. The
simulation results verify the queue stability and show that the
proposed schemes outperform the conventional schemes.

I. INTRODUCTION

The rapid expansion of wireless services coupled with the

increasing scarcity of available spectrum, has intensified the

urgency to devise new and more flexible spectrum-access

strategies to improve the current spectrum utilization. Spec-

trum/carrier aggregation (SA) enables the device to bond

multiple fragmentary spectrum resources for broadband trans-

mission [1], and the licensed-exempt spectrum (e.g. ISM

bands) can be utilized for overcoming the spectrum scarcity.

SA across both dedicated and shared channels, referred to as

heterogeneous spectrum aggregation, embraces the advantages

of the above two techniques. Heterogeneous SA also attracts a

lot of attentions from the industry as the promising technique

for 5G systems. Licensed assisted access (LAA) and LTE-Wi-

Fi link aggregation (LWA) [2], [3], proposed for 3GPP Release

13, provide different methods to access the shared channels for

heterogeneous SA.
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A. Motivation
For heterogeneous SA, one of the critical issues is the

coexistence of multiple systems on shared channels. It is

evaluated in [4] that the Wi-Fi terminal throughput could

drop by 70%, if the interference is not properly mitigated. To

provide protection to the Wi-Fi users, one of the efficient ap-

proaches is opportunistic spectrum access, e.g., listen-before-

talk (LBT) and duty-cycle muting (DCM) [5]. Those strategies

rely on channel sensing to avoid simultaneous transmissions.

However, such strategies with the protocol interference model

suffer from one major drawback, i.e., they do not exploit any

spare capacity available in lightly-loaded systems, which can

actually support the simultaneous transmission in presence

of the interference. To exploit more dimensions of network

resources for meeting the diverse needs of users, we allow

simultaneous transmission under physical interference model

with the link adaptation over dedicated and shared channels.

We take one step further and try to study What is the
fundamental benefit of aggregating heterogeneous channels
with system coexistence through interference management?
Our objective is to construct a theoretical framework to take

full advantage of this benefit.

In existing works, the algorithms improving

fairness/throughput for the LTE/Wi-Fi coexistence are

proposed. In [6], the sum throughput of both systems in the

shared channel is maximized. In [7], a novel spectrum sharing

paradigm based on spectral proximity is proposed to promote

spectral utilization. In [8], some protective fairness measures

are proposed for Wi-Fi transmissions. However, those works

have all focused on the physical layer performance without

the consideration of the bursty data arrivals at the devices.

When we have bursty data arrivals for elastic services, the

maximization on fairness or throughput performance cannot

even guarantee the stability of queues in the systems. It is

important to study the coexistence of multiple systems with

heterogeneous SA from a queue stability perspective.

B. Main Contributions and Results
In this paper, we develop an analytical framework for

heterogeneous SA which aggregates both dedicated and shared

channels. To make all systems on shared channels stable, we

design a resource allocation algorithm for the coexistence of

multiple systems from a queue stability perspective. Our key

contributions can be summarized as follows:

1) We propose a closed-form modified water-filling power
allocation solution for heterogeneous SA in a basic
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system consisting of one dedicated channel and one

shared channel, where an SA user pair transmits on

both channels and the other user pair transmits on the

shared channel only. We theoretically quantify how the

interference and the channel quality affect the power

allocation. The proposed power allocation algorithm

can fully exploit the available spare capacity of the

shared channel, and is proved to have the capability of

stabilizing both systems by controlling the SA user pair

only.

2) Through the implementation of queue estimation, we

are able to apply the proposed algorithm to general

coexisting systems, where the information of the queue

length of the sharing system is not precisely known. We

further analytically evaluate the performance degrada-

tion brought by the imperfect queue estimation.

3) For the general multi-pair case, it is proved that the

Lyapunov optimization problem is NP-hard. We propose

a low-complexity suboptimal resource allocation solu-

tion. Specifically, we partition user pairs into groups by

using graph coloring and allocate the shared channels

to pair groups according to the maximal weight bipartite
matching model. To provide the weights in the bipartite

graph, the modified water-filling power allocation for the

single-pair case is extended to the multi-pair case in an

iterative way.

The rest of this paper is organized as follows. Section II

discusses the related works. Section III presents the system

model. In Section IV, we propose the modified water-filling

power allocation algorithm for the single-pair case. Based on

the results, we study the resource allocation for the general

multi-pair case in Section V. The practical implementation

issue is discussed in Section VI. The performance of the

proposed schemes are evaluated by simulation in Section VII.

Finally, this paper is concluded in Section VIII.

II. RELATED WORKS

This paper develops an analytical framework for the coexis-

tence of heterogeneous systems from a queue stability perspec-

tive. In this section, we briefly review the existing works on

the coexistence of heterogeneous systems and stability-based

considerations.

A. Coexistence of Heterogeneous Systems
In the literature, the LTE-U/Wi-Fi coexistence has recently

drawn extensive attention. Numerous publications investigate

on the throughput/fairness issue for the LTE-U/Wi-Fi coexis-

tence based on LBT/DCM. In [9], a fairness based licensed-

assisted access and resource scheduling scheme is proposed by

optimizing the contention window size. In [10], a cooperative

soft combination-based spectrum sensing scheme is designed

and the corresponding throughput performance is analyzed.

However, such strategies with the protocol interference model

do not exploit any spare capacity available in lightly-loaded

systems. We take one step further and construct a theoretical

framework to take full advantage of the benefit of aggregat-

ing heterogeneous channels with system coexistence through

interference management.

Interference coordination between multiple systems is also

an important issue for system coexistence. In [11], an un-

licensed spectrum inter-cell interference coordination mech-

anism is developed for the coexistence of multiple LTE-U

systems. In [12], the hyper access point is introduced to

enable better coordination of spectrum allocation and inter-

ference management. In [13], efficient resource allocation

and spectrum sharing techniques in cognitive radio networks

are introduced in a comprehensive manner. In [14], a joint

relay selection and power allocation algorithm is proposed for

an underlay cooperative cognitive radio system with carrier

aggregation to improve the throughput. One limitation of these

schemes lies in the need of a centralized controller. We propose

a distributed power control algorithm without the need of

coordinating with users in multiple systems, where the power

is adjusted according to the observed channel quality and the

information obtained through monitoring the control signals

inherently present in most of the deployed wireless systems.

B. Stability-based Considerations

There are several common approaches to handle delay-

aware resource allocation [15]. Large deviation [16] is an

approach to convert the delay constraint into an equivalent

rate constraint. However, this method achieves good delay

performance only for a large delay regime. Stochastic ma-

jorization [17] provides a way to minimize the delay for

the cases with symmetric arrivals. Markov decision process

(MDP) [18] can minimize the delay for general cases but leads

to the curse of dimensionality by brute-force value iteration

or policy iteration.

Lyapunov optimization [19] is an effective approach on

queue stability, which ensures that the queue system is stable

as long as the average arrival rates are within the system

stability region. In addition, the Lyapunov optimization has

two benefits for solving the heterogeneous SA problem in

our work. 1) There is no need to coordinate the systems

on the shared channel. Such online algorithms are highly

suitable for coexisting systems, where we only have limited

information about the other sharing systems. 2) The Lyapunov

optimization approach has a lower computational complexity,

which makes it possible to apply the proposed algorithm to

very general scenarios with different traffic models and service

rate distributions.

Most existing algorithms using Lyapunov optimization are

designed for the dedicated channels which are not applicable

to our case with heterogeneous channels. Because it is not

possible to control the actions of the devices in the sharing

system, and the global information of the queue length of

the users in the sharing system cannot be precisely known.

There are also some recent publications on spectrum sharing

using Lyapunov optimization. In [20], a distributed algorithm

is proposed for opportunistic spectrum sharing based on LBT

to avoid interference. Different to [20], we allow simultaneous

transmission and address the interference issue head-on to

fully exploit the available spare capacity of the shared channel.
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Fig. 1. System model of heterogeneous SA

III. SYSTEM MODEL

In this section, we introduce the heterogeneous SA model

with the coexistence between the SA system and the sharing

system. To address the stability issue, we outline the key re-

source allocation variables and introduce the queue dynamics.

Finally, we formulate the resource allocation problem for the

coexistence under both the average power constraints and the

stability constraints.

A. Heterogeneous SA Model
Consider the coexistence of two systems, including an SA

system consisting of N user pairs and a sharing system

consisting of K user pairs. Denote the sets of user pairs as N
and K, respectively. There are two types of channels, including

N dedicated channels

1

for the SA system only and M shared

channels for both systems. Denote the sets of channels as N c

and M, respectively. The time is slotted and the duration of

each time slot is one unit of time. The channel conditions are

assumed to be constant within the duration of a slot and may

change over slots. The two systems are illustrated in Fig. 1,

where the lower part represents an SA system and the upper

part represents a sharing system. In the sharing system, each

user pair communicates using a channel which can be shared

with others, thus the transmissions interfere with each other

when multiple pairs transmit. In the SA system, each user

pair communicates using a dedicated channel, potentially in

addition to an aggregated shared channel.

In the SA system, MAC layer SA is adopted for smooth

compatibility with the conventional cellular systems [1], i.e.,

two physical layer transceivers are used to transmit on a

dedicated channel and a shared channel, respectively. Each SA

user pair has a fixed dedicated channel, i.e., user pair i 2 N
communicates on channel i 2 N c

. With heterogeneous SA

capability, an SA user pair can aggregate a shared channel

j 2 M in addition to its dedicated channel.

In the sharing system, user pairs do not have SA capability

and each transmitter transmits on a shared channel. The user

1

We assume that each user pair in the SA system has a dedicated channel

and mainly focus on the heterogeneous SA issue in this paper. There have

been a number of works on aggregating multiple dedicated channels [10][21],

with which the proposed algorithm can be easily extended to support flexible

spectrum access, i.e., OFDMA.

pairs do not adjust their transmission actions according to the

interference caused by the transmission of the SA system on

the shared channels, which is widely assumed in spectrum

sharing scenarios [12], [22]. Without awareness of the SA user

pairs, the sharing user pairs simply transmit at the maximum

power pm whenever their queues are not empty and stay idle

if their queues are empty, to maximize their throughput and

ensure the stability in a best-effort way.

Let G(t) be the global channel gain

2

in slot t, i.e., G(t) =�
gjik(t), i, k 2 N SK, j 2 N c

SM�
, where gjik(t) is the gain

of the channel from transmitter i to receiver k on channel j.

B. Resource Allocation Model

The controller (e.g., base stations) of the SA system can

fully control the actions of the user pairs in the SA system

but cannot directly control the actions of the user pairs in the

sharing system. At the beginning of each slot, the controller

determines the channel and power allocation for transmitters

in N . The associated control variables are defined as follows:

• Channel allocation b(t): Define b(t) =

�
bji (t), 8i 2

N , 8j 2 M 
, where bji (t) 2 {0, 1} and bji (t) = 1

represents that transmitter i transmits on channel j in

slot t.
• Power allocation P(t): Define P(t) =

�
pji (t), 8i 2

N , 8j 2 N c
SM 

, where pji (t) is the transmit power

of transmitter i on channel j in slot t.

By adjusting the resource allocation variables for transmit-

ters in N , we can indirectly affect the data rates of user

pairs in K by changing the interference caused by the SA

user pairs on the shared channels. Denote the data rates as

r(P(t),b(t),G(t)) =

�
ri(P(t),b(t),G(t)), 8i 2 N SK ,

where ri(P(t),b(t),G(t)) is the data rate of user pair i in

slot t, which is presented as

ri(P(t),b(t),G(t)) =

8
><

>:

rii(t) +
X

j2M
bji (t)r

j
i (t), 8i 2 N ,

rii(t), 8i 2 K,
(1)

2

The SA system can obtain G(t) through training and feedback from the

receivers according to [22].
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where rji (t) is the data rate of transmitter i on channel j in

t, which can be calculated as

rji (t) =

8
>>>>>>>><

>>>>>>>>:

log

2

�
1 + giii(t)p

i
i(t)
�
, 8i 2 N , i = j,

log

2

✓
1 +

gjii(t)p
j
i (t)

1 + Iji (t)

◆
, 8i 2 N , j 2 M,

1{Qi(t)>0} log
2

✓
1 +

gjii(t)pm

1 + Iji (t)

◆
, 8i 2 K, i = j,

0, elsewise,
(2)

where 1{Qi(t)>0} is an indicator function which is 1 if

Qi(t) > 0 and 0 if Qi(t)  0, and 1+ Iji (t) is the normalized

interference

3

on channel j at receiver i, which is

Iji (t) =8
>><

>>:

1{Qj(t)>0}pmgjji(t) +
X

l2N ,l 6=i

bjl (t)p
j
l (t)g

j
li(t), 8i 2 N , j 2 M,

X

l2N
bjl (t)p

j
l (t)g

j
li(t), 8i 2 K, i = j.

(3)

C. Queue Dynamics and Stability
To analyze the stability issue, we first discuss the packet

queue backlog. Each transmitter maintains a packet queue,

whose length is denoted as Qi(t) for transmitter i in slot t. Let

A(t) =
�
Ai(t), 8i 2 N SK be the random packet arrivals,

where Ai(t) is the number of arrived bits for transmitter i
in slot t. Assume that A(t) is i.i.d. over time slots, with

E[Ai(t)] = �i, where �i is the average arrival rate for

transmitter i. The queue dynamics of Qi(t) is

Qi(t+ 1) = max

�
Qi(t)� ri(t), 0

 
+Ai(t). (4)

To study the coexistence of heterogeneous SA from a queue

stability perspective, according to [19], we define the queue

stability as follows:

Definition 1 (Queue Stability). A queue Qi(t) is strongly
stable 4 if

lim

T!1

1

T

 
TX

t=0

E[Qi(t)]

!
< 1. (5)

The coexistence of heterogeneous SA is said to be stable if all
the queues in both the SA system and the sharing system are
strongly stable.

D. Problem Formulation
To make sure the coexistence of heterogeneous SA is

stabilizable, we first define the capacity region following [19]

as follows:

Definition 2 (Capacity Region). The capacity region ⇤ is
defined as the closure of the set of all input rate vectors

3

For simplicity of expression, all the channel gains are defined to be

normalized over thermal noise level N0 without loss of generality.

4

Under mild boundedness assumptions, strong stability implies all of the

other forms of stability, such as steady state stable, rate stable and mean rate

stable [19]. Therefore, we choose this particular definition to make sure all

queues are stable under all forms of stability.

� stabilizable under some power allocation algorithm that
conforms to the power constraint P(t) 2 ⇧.

Throughout this paper, we assume that the input rate vector

is strictly interior to the capacity region, such that the system

is stabilizable.

Our goal for heterogeneous SA is determining the resource

allocation to stabilize both the SA system and the sharing

system with the transmit power constraints. Define ⇡G(t) as the

occurrence probability for each channel state G(t)5

. For any

� 2 ⇤, the resource allocation including channel allocation

b(t) and power allocation P(t) should satisfy

X

G(t)

⇡G(t)ri(P(t),b(t),G(t)) � �i, 8i 2 N
[

K, (6)

P(t) 2 ⇧, (7)

X

j2M
bji (t)  1, 8i 2 N , (8)

where (6) is the average rate constraints for queue stability,

(7) is the power constraint and (8) implies that an SA user

pair can aggregate only one shared channel due to the SA

capability limitation.

Without a priori knowledge of traffic arrival rates, it is

difficult to directly judge whether the stability constraints (6)

are satisfied. By rewriting (6) as the queue stability condition

in Definition 1 according to Little’s law [23], we derive a

dynamic resource allocation algorithm, for not only fulfilling

stability and power constraints but also optimally balancing the

average power consumption and the average queue backlog by

adopting Lyapunov optimization.

IV. HETEROGENEOUS SA: A SINGLE-PAIR CASE

In this section, we first consider a basic system consisting

of only one user pair in each system to extract key insights. By

adopting the first-order approximation, we provide a closed-

form modified water-filling power control solution, which

characterizes the influence of the sharing system on the SA

system. Furthermore, we prove the stability of both systems

based on Lyapunov optimization and discuss the implementa-

tion with queue estimation.

A. Modified Water-Filling Power Allocation for Stability

In the basic system model, consisting of two user pairs and

two channels, user pair 0 is in the sharing system, who can

access channel 0 only, and user pair 1 belongs to the SA

system, who can access both channel 0 and channel 1. With

the above fixed channel allocation, only the power allocation

for transmitter 1 over the shared channel 0 and the dedicated

channel 1 needs to be determined.

To satisfy the stability constraints, we adopt the Lyapunov

optimization with a commonly used quadratic Lyapunov func-

tion [19], which increases quadratically with the increase of

5

These probabilities of channel states determine the capacity region of the

network, but are not necessarily known to the controller.
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the queue length and can provide large enough penalty to

stabilize the system,

L
�
Q

0

(t), Q
1

(t)
�
=

�
Q

0

(t)
�
2

+

�
Q

1

(t)
�
2

. (9)

According to Definition 1, both Q
0

(t) and Q
1

(t) should be

stabilized for the stability of the coexistence of heterogeneous

SA.

To incorporate power constraint, we adopt V as the price

of power consumption. Thus, we formulate the associated

Lyapunov optimization problem as

max

p(t)
Q

0

(t)r
0

(t) +Q
1

(t)r
1

(t)� V
�
p0
1

(t) + p1
1

(t)
�
, (10)

where

r
0

(t) = 1{Q0(t)>0} log
2

✓
1 +

pmg0
00

(t)

1 + p0
1

(t)g0
10

(t)

◆
, (11)

r
1

(t) = log

2

�
1 + p1

1

(t)g1
11

(t)
�

+ log

2

✓
1 +

p0
1

(t)g0
11

(t)

1 + 1{Q0(t)>0}pmg0
01

(t)

◆
.

(12)

To achieve the optimality of the Lyapunov optimization

problem, we take partial derivative of (10) with respect to

p0
1

(t) and p1
1

(t) respectively and let them equal to zero. For

the optimality, the power allocated to the dedicated channel is

p1
1

(t) =
Q

1

(t)

V/ ln 2
� 1

g1
11

(t)
, (13)

which is a standard water-filling form. The power allocated to

the shared channel should satisfy

Q
0

(t)
g0
10

(t)

1 + p0
1

(t)g0
10

(t) + pmg0
00

(t)
�Q

0

(t)
g0
10

(t)

1 + p0
1

(t)g0
10

(t)

+Q
1

(t)
g0
11

(t)

1 + 1{Q0(t)>0}pmg0
01

(t) + p0
1

(t)g0
11

(t)
� V

ln 2

= 0.

(14)

Note that the above equation (14) is a cubic equation,

which is too complicated to obtain a closed-form solution and

extract key insights on how heterogeneous SA affects these

two systems. This is because that the queue dynamics of both

transmitters are coupled with each other due to the mutual

interference.

To investigate the interactions between the SA system and

the sharing system, we exploit the property that the mutual

interference of two transmitters sharing the same channel is

small

6

, i.e., the coupling between the queue dynamics of both

transmitters is weak [15], [24]. Denote � as their largest cross-

link channel gain, i.e., � = maxt g
0

10

(t). We leverage this weak

coupling property to derive a reasonable approximate closed-

form solution in the following theorem:

6

Too large mutual interference is actually not suitable for spectrum sharing

by simultaneous transmission. In practical systems, the operating SINR is at

least 5dB or above for reasonable link-level performance. As such, various

interference coordination schemes, such as the eICIC in LTE, are adopted

to carefully select the users with small mutual interference for simultaneous

transmission. The scenario we consider in this paper focus on the practical

application regime in most practical systems.

Theorem 1 (Modified Water-Filling for Heterogeneous SA).
For the optimality of the objective in (10), the power allocated
to the shared channel for the transmitter in the SA system is

p0
1

(t) =
Q

1

(t)

V
ln 2

+Q
0

(t)g0
10

(t)
pmg0

00(t)
1+pmg0

00(t)

� 1 + 1{Q0(t)>0}pmg0
01

(t)

g0
11

(t)
+ o(�).

(15)

Proof: Please refer to Appendix A.

Remark 1. The approximate power allocation solution (15)
has a water-filling style with modified water-filling level and
sea bed, which is illustrated in Fig. 2. If the queue length of
the transmitter in the sharing system is 0, this modified water-
filling solution (15) is reduced to

p0
1

(t) =
Q

1

(t)

V/ ln 2
� 1

g0
11

(t)
. (16)

Comparing the modified water-filling solution (15) with the
standard water-filling solution (16), we analyze the influences
to the water-filling process of SA transmitter 1 induced by the
parameters of sharing transmitter 0:

• Influence due to the queue length Q
0

(t): Q
0

(t) reflects
the urgency of user pair 0 for transmitting on the shared
channel, which lowers the water-filling level by enlarging
the parameter V with a discount factor pmg0

00(t)
1+pmg0

00(t)
.

• Influence due to the channel gains: The channel gain
g0
00

(t) implies how good the transmission opportunity of
user pair 0 is. If user pair 0 is suffering poor channel
quality, i.e., g0

00

(t) is small, transmitter 1 can access the
shared channel more aggressively. Moreover, large cross-
link channel gains, including both g0

01

(t) and g0
10

(t), pose
negative influence due to the mutual interference and thus
lead to a small allocated power on the shared channel.

• Influence due to the transmit power pm: The influence of
the transmit power is two folds, including the interference
of the SA user pair and the transmission opportunity
of the sharing user pair, which decreases the allocated
power by not only rising the sea bed but also lowering
the water-filling level.

As illustrated in Fig. 2, the red bar represents the sea bed
risen due to the interference from the sharing system, and the
purple bar represents the water-filling level dropped due to
the urgency of the user pair in the sharing system.

In the following theorem, we prove that the first-order

approximation does not affect the stability of both systems.

Theorem 2 (Stability Property). Suppose the input rate vector
� is interior to the capacity region ⇤ given the power
constraint P 2 ⇧, then the power allocation scheme in (13)

and (15) stabilizes all queues of the transmitters in both the
SA system and the sharing system. Specifically, the average
power consumption and the average sum queue length satisfy

p̄ = lim

T!1

1

T

TX

t=0

E[p(t)]  �(�
0

+ ✏,�
1

+ ✏) +
B0

V
, (17)
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Fig. 2. Illustration of the modified water-filling power allocation

lim

T!1

1

T

✓ TX

t=0

Q
0

(t) +

TX

t=0

Q
1

(t)

◆

 B0

2✏
+

V
�
�(�

0

+ ✏,�
1

+ ✏)� p̄
�

2✏
,

(18)

where B0
= E[

�
A

0

(t)
�
2

] + E[
�
A

1

(t)
�
2

] + E[
�
r
0

(t)
�
2

] +

E[
�
r
1

(t)
�
2

] + 2E[r
0

(t)]�
0

+ 2E[r
1

(t)]�
1

� o(�), ✏ satisfies
E[r

0

(t)] � �
0

+ ✏ and E[r
1

(t)] � �
1

+ ✏, �(�
0

,�
1

)

denotes the minimal power consumption stabilizing a system
with the average arrival rate vector � and o(�) denotes the
approximation error of log

2

�
1+p0

1

(t)g0
10

(t)
��ln 2p0

1

(t)g0
10

(t),
which is negative.

Proof: Please refer to Appendix B.

Remark 2. From Theorem 2, the proposed approximate power
allocation scheme does not affect the stability but have in-
fluence on performance of the average power consumption
and the average sum queue length. Specifically, since o(�) is
negative, B0 is larger than B by the order of o(�), where
B = E[

�
A

0

(t)
�
2

]+E[
�
A

1

(t)
�
2

]+E[
�
r
0

(t)
�
2

]+E[
�
r
1

(t)
�
2

]+

2E[r
0

(t)]�
0

+ 2E[r
1

(t)]�
1

, which is the parameter in the
original optimization problem (10). The more accurate the
approximation is, the less performance degradation we suffer.

Remark 3 (Scaling Property). The proposed scheme can be
easily extended to multi-channel cases. Considering the SA
user pair which is able to aggregate N dedicated channels
and M shared user pairs/shared channels. Adopting the sim-
ilar technique, we can easily obtain the power allocated to
dedicated channel j and shared channel i respectively as

pj
1

(t) =
Q

1

(t)

V/ ln 2
� 1

gj
11

(t)
,

pi
1

(t) =
Q

1

(t)

V
ln 2

+Qi(t)gi
1i(t)

pmgi
ii(t)

1+pmgi
ii(t)

� 1 + 1{Qi(t)>0}pmgii1(t)

gi
11

(t)
+ o(�).

(19)

B. Implementation of Queue Estimation

The proposed power allocation algorithm requires the infor-

mation of the queue length of the sharing system, which cannot

be precisely known in practice. It is necessary for the SA user

pair to estimate the queue length of the sharing transmitter. We

adopt the following queue estimation algorithm as [22], and

further analyze its influence on our proposed power allocation

algorithm.

• If transmitter i in the sharing system is busy, we estimate

its queue length as

ˆQi(t+ 1) = max

�
ˆQi(t)� ri(t), 0

 
+ �i + !. (20)

Here, the arrival rate is estimated as �i+! for transmitter

i, where ! is an over-estimated slack variable. The

queue length is shortened by ri(t), i.e., the number of

successfully transmitted packets, which can be learned

by listening to the link layer ACK.

• If transmitter i in the sharing system is idle, we have a

perfect alignment such that

ˆQi(t) = Qi(t) = 0, (21)

which practically bounds the error of the estimated queue.

It is not possible for an SA transmitter to obtain the accurate

arrival rate Ai(t) of the transmitter in the sharing system. In

(20), we estimate the arrival rate Ai(t) using its average arrival

rate �i plus a positive over-estimated slack variable ! to create

a comfortable margin of safety, i.e., providing protection for

the user pair in the sharing system.

With the proposed queue estimation scheme, the power

allocation algorithm can be modified as

p0
1

(t) =
Q

1

(t)

V
ln 2

+

ˆQ
0

(t)g0
10

(t)
pmg0

00(t)
1+pmg0

00(t)

�
1 + 1{ ˆQ0(t)>0}pmg0

01

(t)

g0
11

(t)
+ o(�),

p1
1

(t) =
Q

1

(t)

V/ ln 2
� 1

g1
11

(t)
.

(22)
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We evaluate the influence brought by the estimation. Specif-

ically, the influence brought by ! is given in the following

theorem.

Theorem 3 (Stability Property with Queue Estimation). Sup-
pose the input rate vector � satisfies that �+!I is interior to
the capacity region ⇤ given the same power constraint P 2 ⇧,
where I is an identity matrix with the same rank as �. For any
positive over-estimated slack variable ! satisfying 0 < ! < ✏,
the proposed algorithm using queue estimation with this
parameter stabilizes all queues of the system. Specifically, the
average power consumption and the average sum queue length
satisfy

p̄ = lim

T!1

1

T

TX

t=0

E[p(t)]  �(�
0

+ ✏,�
1

+ ✏) +
B0

V
, (23)

lim

T!1

1

T

✓ TX

t=0

Q
0

(t) +

TX

t=0

Q
1

(t)

◆
 B0

2✏� 2!

+

V
�
�(�

0

+ ✏,�
1

+ ✏)� p̄
�

2✏� 2!
.

(24)

Proof: Please refer to Appendix C.

Remark 4. With carefully chosen ! satisfying 0 < ! < ✏,
the over-estimation does not affect the stability of the system.
However, due to the imperfect queue estimation, the proposed
power allocation algorithm stabilizes a new system with a
larger input rate vector than the actual one, which leads to
the shrink of the capacity region by !I .

C. Sensitivity to the Channel Estimation
In order to calculate the optimal power allocation, we need

to estimate the channel quality of the shared user pair, which

may not always be estimated accurately. We determine the

amount of power analytically in regard to the variation of the

estimation

7

. ĝ0
00

(t) denotes the estimated channel quality of

the shared user pair on the shared channel, and � denotes

the percentage change of the variation, i.e., ĝ0
00

(t) = �g0
00

(t).
According to (33), � will be dominated by o(�), hence we

derive the power allocation as

p0
1

(t) =
Q

1

(t)

V
ln 2

+Q
0

(t)g0
10

(t)
pm�g0

00(t)
1+pm�g0

00(t)

� 1 + 1{Q0(t)>0}pmg0
01

(t)

g0
11

(t)
+ o(�).

(25)

• A large V reflects expensive unit power price, which

results in the drop of the water-filling level. In this

context, the power allocation is less sensitive to �.

• A large Q
0

(t)g0
10

(t) results in the sensitivity to � of the

power allocation.

• A small Q
1

(t) reflects light transmission load of the

SA user pair, which reduces the necessity to occupy the

shared channel. In this context, the power allocation is

less sensitive to �.

7

The amount of average queue length in regard to the variation of the

estimation is given through simulation, which is demonstrated to be insensitive

to �.

V. RESOURCE ALLOCATION FOR MULTI-PAIR

HETEROGENEOUS SA

In this section, we consider a general system model with

multiple user pairs in the SA system and the sharing system.

Due to the NP-hard property, we propose a low-complexity

suboptimal resource allocation algorithm for multi-pair het-

erogeneous SA.

For multi-pair heterogeneous SA, the Lyapunov optimiza-

tion problem can be extended to

max

b(t),p(t)

X

i2N
Qi(t)

✓
rii(t) +

X

j2M
bji (t)r

j
i (t)

◆

+

X

i2K

X

j2M
Qi(t)b

j
i (t)r

j
i (t)� V

X

i2N

X

j2M
(pii(t) + pji (t)).

(26)

We first discuss the computational complexity of solving

(26) in the following theorem:

Theorem 4 (NP-Hard Property). The optimization problem
(26) is strongly NP-hard.

Proof: Please refer to Appendix D.

According to Theorem 4, the optimization problem (26)

needs an exponential computational complexity for achieving

the optimality, which is unacceptable in practice. In the

following, we propose a low-complexity suboptimal solution

for the problem (26). Specifically, we solve the problem by

two steps, as illustrated in Fig. 3.

1) User Pair Grouping: The aim is to partition the user

pairs in the SA system into groups according to their

mutual interference. User pairs in the same group have

relatively small interference to each other. The user

pair grouping problem is modeled as a graph coloring

problem and a suboptimal algorithm is adopted for

utility maximization.

2) Channel and Power Allocation: The aim is to allocate

the shared channels to pair groups. The channel allo-

cation problem is modeled as a maximal weight bi-

partite matching (MWBM) problem, where the weights

are obtained by iterative modified water-filling power

allocation.

1) User Pair Grouping
In this step, we partition user pairs in N into M groups,

i.e., D = {F
1

,F
2

, · · · ,FM}, each of which accesses a shared

channel according to the mutual interference between the user

pairs in the SA system.

For user grouping, we introduce a conflict graph H =

(N , E), where the vertices are the user pairs in the SA system

N and the edges E represents that the cross interference

between the two user pairs is above a certain threshold, such

that the user pairs in the same group have smaller cross

interference than the threshold.

Based on the conflict graph H, we adopt the utility-based

graph coloring method in [25] for user pair grouping. The

graph coloring algorithm aims to maximize the total utility

using a given number of channels. Define the utility of

transmitter i as the estimated increase of the objective value
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Fig. 3. Example of resource allocation for multi-pair heterogeneous SA

in (26) by assigning an additional shared channel, which can

be calculated as

zi(t) = max

pi
i(t),p̂i(t)

�
Qi(t)

�
r̂i(t) + rii(t))

�� V (p̂i(t) + pii(t))
�

�max

pi
i(t)

�
Qi(t)r

i
i(t)� V pii(t)

�
,

(27)

where p̂i(t) is the power allocated to the additional shared

channel for transmitter i, and r̂i(t) is the estimated data rate

8

of transmitter i on the additional shared channel, i.e.,

r̂i(t) = log

2

✓
1 +

p̂i(t)ĝii

1 +

ˆIi(t)

◆
, (28)

where ĝii is the average channel gain over all shared channels

and

ˆIi(t) is the average interference to transmitter i of the user

pairs in the sharing system

9

, i.e.,

ˆIi(t) =
X

j2M

X

k2K
pmgjki(t)/M. (29)

The optimization problem in (27) can be solved by simply

letting the derivative equal to zero, and the optimal value is

used as the utility of transmitter i.
With the utility values of the user pairs, we can partition the

user pairs in N into M groups using the algorithm in [25].

Note that it is possible that some user pairs in N are not in

these M groups, which means that they can only use their

dedicated channel in time slot t due to the limitation of the

number of channels and the mutual interference conditions.

In the example in Fig. 3, the user pairs are partitioned into

two groups, which are colored red and yellow, respectively.

The user pair colored blue is not in any group because there

are only 2 shared channels and only 2 user pair groups are

formed.

2) Channel and Power Allocation
After user pair grouping, we allocate the shared channels to

the formed pair groups. Recall that the user pairs in the SA

system are partitioned into M groups, which is equal to the

8

Note that the shared channels have not allocated yet during the user pair

grouping process, so we can only consider the average case over all shared

channels.

9

Here, we ignore the cross interference brought by the other user pairs in

the SA system, because the cross interference within a group is sufficiently

small, i.e., smaller than a threshold.

number of the shared channels. Thus, we model the channel

allocation problem as an MWBM problem.

We introduce a weighted bipartite graph G = (D,M, w),
where the vertices of the two sides are user pair groups D
and shared channel set M, respectively. Any two nodes y, j
in different sides have an edge, of which the weight wyj is

determined by the Lyapunov optimization problem

wyj =

max

p(t)

X

i2Fy

Qi(t) log
2

✓
1 +

pji (t)g
j
ii(t)

1 + pmgjji(t) +
P

d2Fy,d 6=i p
j
d(t)g

j
di(t)

◆

� V
X

i2Fy

(pji (t) + pii(t)) +Qj(t) log
2

✓
1 +

pmgjjj(t)

1 +

P
d2Fy

pjd(t)g
j
dj(t)

◆

+

X

i2Fy

Qi(t) log
2

�
1 + pii(t)g

i
ii(t)

�
,

(30)

where the first item represents the queue weighted rate of

SA user pairs in Fy on shared channel j, the second item

represents the queue weighted rate of sharing user pair j on

shared channel j, the third item represents the queue weighted

rate of SA user pairs on dedicated channel and the last item

represents the cost of power consumption.

In this way, the channel allocation vector b(t) and the power

allocation vector p(t) are decoupled, i.e., the weights of the

edges are computed based on the optimal power allocation

p(t) with each possible b(t), and the optimal b(t) is obtained

by MWBM after all the weights are determined.

To calculate the weights, we solve the Lyapunov optimiza-

tion problem in (30). Since the cross interference within a

group is small, the first-order approximation can be adopted

as Theorem 1. Substituting those approximations into (30), the

transmit power can be obtained as where the power allocation

pji (t) are coupled and cannot be solved directly. Similar to the

iterative water-filling power allocation [26], we propose the

iterative modified water-filling power allocation by updating

the power vector according to (31) iteratively. Substituting the

converged power allocation vector into (30), we obtain the

weights of the edges. After calculating the edge weights, we

solve the MWBM problem for channel allocation adopting a

modified shortest path search in augmenting path algorithm

using Dijkstra algorithm with Fibonacci heap [27].
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pji (t) =
bji (t)Qi(t)

V
ln 2

+Qj(t)g
j
ij(t)

✓
pmgj

jj(t)�
1+pmgj

jj(t)+
P

d2N ,d 6=i b
j
d(t)p

j
d(t)g

j
di(t)

��
1+

P
d2N ,d 6=i b

j
d(t)p

j
d(t)g

j
dj(t)

�
◆

� bji (t)
�
1 + 1{Qj(t)>0}pmgjji(t) +

P
d2N ,d 6=i b

j
d(t)p

j
d(t)g

j
di(t)

�

gjii(t)
, i 2 N , j 2 M,

pii(t) =
Qi(t)

V/ ln 2
� 1

giii(t)
, i 2 N ,

(31)

In the example in Fig. 3, the user pairs in the SA system

are partitioned into two groups, then a two-by-two weighted

bipartite graph can be obtained accordingly. The MWBM

algorithm finds an optimal match achieving the maximal

utility, where the red group aggregates the channel on the left,

and the yellow group aggregates the other one.

Algorithm 1 Resource Allocation Algorithm for Multi-Pair

Heterogeneous SA

1: loop
2: Observe parameters gjik(t).
3: Choose interference threshold s and parameter V .

4: Generate conflict graph H.

5: Compute the utility according to (27).

6: Use maximal utility graph coloring algorithm in [25] to

obtain M groups.

7: Construct the weighted bipartite graph G consisting by

vertices corresponding to M user pair groups and M
respectively, and the edges are  .

8: for i = 1 to | | do
9: Obtain the approximated water-filling power vector

using iterative water-filling according to (31).

10: Calculate the weight w(ui, vj) according to (30).

11: end for
12: Apply an MWBM algorithm to find a maximum

weighted matching in graph G using a modified shortest

path search in augmenting path algorithm [27].

13: Queues are updated according to (4).

14: end loop

We provide the details of the proposed resource alloca-

tion algorithm using pseudo codes in Algorithm 1, which is

launched at the beginning of each time slot. In the pseudo-

codes, Lines 2–3 provide the initialization, Lines 4–6 establish

the conflict graph to partition user pairs into M groups, Lines

7–12 obtain the channel and power allocation solution using

the MWBM algorithm.

On the computational complexity of Algorithm 1, the most

time-consuming part is the MWBM algorithm in Line 12, in

which the running time is O
�
min{N,K}(N + K) log(N +

K +  )
�

[28], where | | = NK + O(NK) in Algorithm 1.

Thus, the computational complexity of Algorithm 1 is bounded

by O(e2 log(e)), where e = NK.

VI. PRACTICAL IMPLEMENTATION

In this section, we discuss that the proposed framework can

be applied to the coexistence of LTE-U/Wi-Fi systems with

considering a few implementation issues.

The LTE-U system uses a centralized MAC protocol that

allocates a non-overlapping set of physical resource blocks

in the time-frequency domain to users, where there is no

contention among the devices with dedicated channels. The

Wi-Fi system implements an exclusive channel occupancy

policy among the devices by adopting the LBT-based protocol

for avoiding contentions. To be compatible with the LBT-

based protocol, we can deploy our proposed framework with

considering the following implementation issues:

1) The sensing time for the LTE-U network is set slightly

longer than that of the Wi-Fi network in each time slot, such

that the Wi-Fi network is not aware of the existence of the

LTE-U network. The LTE-U users access the network with

the proposed resource allocation to guarantee the stability of

both systems.

2) Since the Wi-Fi users with the LBT-based protocol do not

stay in the same channel, the users sharing the same channel

vary over time slots. Fortunately, the Lyapunov drift approach

that we adopt divides the queue stability into the effort of

minimizing the drift in each time slot. Thus, a LTE-U user

can just make the resource allocation decisions by taking the

current sharing user into account even if the sharing users are

not the same over different time slots.

Furthermore, we analyze the performance of the proposed

framework for a sharing system with the LBT-based protocols.

In order to avoid collisions with the sharing user pairs, we

adopt a slightly longer sensing period ⌧ 0 > ⌧ and utilize the

following MAC rule,

• If in the sensing period, no transmission is sensed. Then

we update the estimated queue

ˆQ(t) = 0, and allocate

the transmit power as a standard water-filling form.

• Otherwise, we allocate the transmit power as a modified

water-filling form.

However, due to the added sensing time, we will suffer a

performance degradation. We evaluate the influence brought

by queue estimation and sensing. Specifically, the influence

brought by ! and ⌧ 0 is given in the following theorem.

Theorem 5 (Stability Property with Queue Estimation and

Sensing). Suppose the input rate vector � satisfies that � +

!I+(✏I+�) ⌧
0

T is interior to the capacity region ⇤ given the
same power constraint P 2 ⇧, where I is an identity matrix
with the same rank as �, and T is the length of the frame.
For any positive over-estimated slack variable ! and sensing
time ⌧ 0 satisfying 0 < ! + (✏ + �

max

)

⌧ 0

T < ✏, where �
max

=
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Fig. 4. Performance of the proposed scheme with different parameters

maxi2N {�i}, the proposed algorithm using queue estimation
and sensing with these parameters stabilizes all queues of the
system. Specifically, the average power consumption and the
average sum queue length satisfy

p̄ = lim

T!1

1

T

TX

t=0

E[p(t)]  �(�
0

+ ✏,�
1

+ ✏) +
B0

V
,

lim

T!1

1

T

✓ TX

t=0

Q
0

(t) +

TX

t=0

Q
1

(t)

◆
 B0

2✏� 2! � 2(✏+ �
max

)

⌧ 0

T

+

V
�
�(�

0

+ ✏,�
1

+ ✏)� p̄
�

2✏� 2! � 2(✏+ �
max

)

⌧ 0

T

.

Note that the performance loss due to the sensing time is

suffered by almost all LBT-based algorithms.

For the transmission phase, to further protect the QoS of

the sharing user pairs, the SA user pairs can transmit on the

shared channel with a power constraint, i.e.,

p0
1

(t)1Q0(t)>0

 d,

where d represents the upper bound of the power allocated to

the shared channel for the SA user pairs when the shared

channel is engaged. When d is set to zero, we do not

allow simultaneous transmission on the shared channel. By

incorporating such constraint, the capacity region of the SA

user pairs will shrink, while that of the sharing user pairs will

be larger.

VII. SIMULATION

In this section, we evaluate the performance of the pro-

posed schemes by simulation. First, the characteristics of the

proposed schemes are analyzed, including the queue stability

property and the influence of key parameters. Second, the

performance of the proposed schemes are compared with those

of conventional schemes. For performance comparison, we

adopt four baseline schemes:

• Baseline 1 (Stability-based LBT): The SA user pairs

access the shared channels according to LBT protocol [8],

and allocate the power for queue stability using Lyapunov

optimization.

• Baseline 2 (Throughput-based scheme): The SA user

pairs access the shared channels to maximize the total

throughput without considering the queue information

[6].

• Baseline 3 (Stability-based scheme without SA): The SA

user pairs stabilize the queues by only using the dedicated

channels with the conventional Laypunov optimization

[19].

• Baseline 4 (Large deviation-based scheme): The SA user

pairs access the shared channels to maximize the total
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Fig. 5. Performance comparison for the single-pair case

throughput, while ensuring the QoS of the sharing user

pairs using large deviation [16].

To better connect the proposed analytical framework to the

real-world system, we further perform a system-level Monte

Carlo simulation to demonstrate that the proposed framework

can be applied to the coexistence of LTE-U/Wi-Fi systems.

A. Single-Pair Case
In this simulation, we consider the single-pair case where

Poisson packet arrival is assumed with the average arrival rates

are 2.5 packets per time slot for the SA user pair, and 1.5

packets per time slot for the sharing user pair. The channels

of the transmission links obey the Rayleigh distribution with

the fading coefficient 0.09 and are i.i.d. over time slots. The

cross link interference is set to 0.01 [29]. The transmit power

of the sharing user pair is fixed to be 40dBm [30]. To obtain

the average and the cumulative distribution functions (CDFs)

of the performance, we run the simulation for 100 times, each

of which includes 6000 time slots.

Fig. 4 analyzes the effects of some key parameters. It is

shown that the average queue length grows almost linearly

with V , which is quite consistent with the result in (18).

We can adjust the power consumption by adjusting V to

fulfill certain constraints on average power consumption. Since

the transmission of the SA user pair mainly relies on the

dedicated channel, the dedicated channel quality has a huge

impact on performance. The average queue length changes

slightly when varying the percentage change of the estimated

channel quality, which demonstrates the insensitivity to � of

the proposed algorithm. The average sum queue lengths of

the instances are concentrated to a small region by adopting

Lyapunov optimization.

Fig. 5 compares the performance of the proposed scheme

and the four baselines. The stability of both systems is verified.

The performance of the proposed scheme outperforms the

four conventional schemes, because it dynamically allocates

the power to each channel. Even though both the proposed

scheme and stability-based LBT allow dynamic power control

and incorporate SA technique, we can see a larger performance

gap with a smaller cross link interference or a larger average

arrival rate of the sharing system. The performance of stability-

based scheme without SA is worse than the proposed scheme

and stability-based LBT, which implies that the performance

can be improved by incorporating SA technique. For the

cases with high cross interference, low transmit power or high

arrival rate for the user pair in the SA system, the throughput-

based scheme is not stable, which signifies the importance of

devising a queue-based stable scheme. The large deviation-

based scheme does not consider the queue length of the SA

user pair when allocating power. As a result, it consumes more

power than schemes based on Lyapunov optimization.
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Fig. 6. Stability and performance for the multi-pair case
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Fig. 7. Stability and performance for the coexistence of LTE-U/Wi-Fi systems

B. Multi-Pair Case
In this simulation, there are 6 user pairs in the sharing

system and 4 user pairs in the SA system. 2 shared channels

are used for the coexistence of both systems. Poisson packet

arrival is assumed with the average arrival rates are 1, 1.5, 1.5,

2 packets per time slot respectively for the SA user pairs, and

1, 1, 1.5, 1.5, 2, 2 packets per time slot respectively for the

sharing user pairs, which are within the capacity region. The

rest parameters are the same as those in the single-pair case.

Fig. 6 demonstrates the stability of the proposed scheme

and provides the performance comparison of the four schemes

for the multi-pair case. Since the average queue length of

the sharing system will not go to zero, the stability-based

LBT scheme is almost reduced to the stability-based scheme

without SA. The slope of the CDF of the throughput-based

scheme is less than that of the Lyapunov-based schemes,

because the queue lengths are not taking into consideration

under the throughput-based scheme. The proposed scheme also

outperforms the baseline schemes. Compared to the single-pair

case, the performance gap is smaller, due to the higher cross

interference brought by multiple user pairs.

C. Coexistence of LTE-U/Wi-Fi systems
We perform a system-level Monte Carlo simulation to

demonstrate that the proposed framework can be applied to the

coexistence of LTE-U/Wi-Fi systems. Following the settings

in [12], [31], [32], we consider a system with one LTE-U user

pair and 5 Wi-Fi user pairs, which are randomly deployed

in a rectangular field of 500m ⇥ 500m. The transmit power

is 30dBm for the Wi-Fi user pairs, and that for the LTE-U

user pair is dynamically controlled according to the proposed

scheme. The additive Gaussian noise power is N
0

= �174

dBm/Hz and the bandwidth is B = 20MHz. The channels of

the transmission links follow the Rayleigh distribution with the

fading coefficient 0.09 and are i.i.d. over time slots. The chan-

nel gain gkij(t) from transmitter i to receiver j using channel

k is calculated according to gkij(t) = qkij(t)(lij)
�4/(BN

0

),

where qkij(t) represents the Rayleigh fading, and lij is the

physical distance between transmitter i and receiver j. The av-

erage arrival rates are 4Mbit/s, 4.5Mbit/s, 5Mbit/s, 5.5Mbit/s,

6Mbit/s respectively for the Wi-Fi user pairs, and 30Mbit/s for

the LTE-U user pair. The spectrum sensing duration of each

Wi-Fi user pair is 20ms, and that of the LTE-U user pair is

20.5ms, which is set slightly longer than that of the Wi-Fi

user pairs, such that the Wi-Fi user pairs are not aware of

the existence of the LTE-U user pair. The transmission time

is 60ms. We run the simulation in 500 randomly generated

scenarios to obtain the average and the CDFs [5] of system
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performance.

Fig. 7 demonstrates the stability of the proposed scheme

and provides the performance comparison of LTE-U/Wi-Fi

systems. The gap between the CDF of the proposed scheme

and those of the stability-based scheme without SA/stability-

based LBT is large when the average sum queue length is

small, which is consistent with the results in Fig. 5(b). Small

average sum queue length reflects good channel condition

and small cross interference, which leads to a significant

performance improvement of the proposed scheme.

VIII. CONCLUSIONS

In this paper, we develop an analytical framework for

heterogeneous SA which aggregates both dedicated and shared

channels. To make all systems on the shared channels stable,

we design a resource allocation algorithm for the coexistence

of multiple systems from a stability perspective. For the

single-pair case, we propose the modified water-filling power

allocation by the first-order approximation, and analyze the

influence of different parameters. We prove the queue stability

with the proposed scheme even if the approximation is adopted

and the queue information is estimated. For the multi-pair case,

we propose a two-step suboptimal resource allocation algo-

rithm by combining the graph coloring and bipartite matching

model. By simulation, we discuss the influence of the cross

interference and the power price to the system performance,

and verify the queue stability with the proposed scheme. The

simulation results also show the superiority of the proposed

schemes.

APPENDIX A

PROOF OF THEOREM 1

We adopt the first-order approximation according to Taylor

expansion [33] that

log

2
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Substituting (32) and (33) into the optimization problem

(10), we have
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Taking partial derivative of (34) with respect to p0
1

(t) and

let it equal to zero,
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Note that (35) is a linear equation of p0
1

(t). By solving this

equation, Theorem 1 is proved.

APPENDIX B

PROOF OF THEOREM 2

According to the approximation (32), since the first deriva-

tive of the function log

2

(1+x) is less than 1 for all positive x,

we obtain that o(�) < 0. According to the approximation (33),

since

1

1+pmg0
00(t)

< 1, we obtain that |o(�)| in (32) is greater

than |o(�)| in (33). After adopting those approximations, o(�)
in (34) satisfies o(�) < 0. Those approximations actually

approximate r
0

(t) by r0
0

(t) � o(�). Instead of optimizing the

original optimization problem (10), we optimize an approxi-

mated optimization problem (34) as

max

p0
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1
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Q
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To implement Lyapunov optimization, we adopt the min-

drift algorithm in [19]. The corresponding Lyapunov drift plus

penalty of the original problem is
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By substituting r0
0

(t) = r
0

(t)+o(�) into (37), we obtain the

corresponding Lyapunov drift plus penalty of the approximate

problem, it follows that
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Summing over t from 0 to T and taking expectation, we

have
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Thus, we have
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Letting T ! 1, the theorem is proved.

APPENDIX C

PROOF OF THEOREM 3

Despite of the relationship between Q
0

(t) and

ˆQ
0

(t), we

always have 1{ ˆQ0(t)>0} = 1{Q0(t)>0}, which implies that the

estimation error in 1{ ˆQ0(t)>0} does not affect the output rates

of both user pairs. Thus, we only need to evaluate the influence

brought by ! on the estimation of

ˆQ
0

(t) in the first term of

p0
1

(t) in (22).
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Using the queue estimation, we are stabilizing a new system

with arrival rate �+ !I . As for the new system, the network

capacity region is the set ⇤ of all non-negative rate vectors

�+!I+↵I for which ↵ � 0, where the value of ↵ represents

a measure of the distance between the rate vector �+!I and

the capacity region boundary [19].

For any ! > 0, if it satisfies that � + !I is interior to

the capacity region ⇤, then the original rate vectors � is also

interior to the capacity region ⇤. Therefore, we can safely

draw the conclusion that if the new system can be stabilized,

the original system is also stabilized.

For the new system, we optimize an approximate problem

with queue estimation as

max

p0
1(t),p

1
1(t)
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0

(t)r0
0

(t) +Q
1
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The corresponding Lyapunov drift plus penalty of the prob-

lem becomes
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(43)

Following a similar proof of Theorem 2, summing over t
from 0 to T , taking expectation, and letting T ! 1, we have

the theorem proved.

APPENDIX D

PROOF OF THEOREM 4

According to [34], for the sum rate utility function, the

spectrum power management problem is strongly NP-hard,

where the problem is defined as

max

KX

k=1

log

2

✓
1 +

sk
�k +

P
j 6=k ↵kjsj

◆

s.t. 0  sk  Pk, 8k 2 K,

(44)

where sk denotes the power of transmitter k, ↵kj denotes cross

interference from transmitter k to receiver j and �k denotes

the noise level.

By letting Qi(t) = 0, 8i 2 K and Qi(t) = 1, 8i 2 N
and give b(t), the problem (26) can be reduced to a similar

problem to (44) and hence the complexity of solving (26) is not

less than that of (44). Therefore, the problem (26) is strongly

NP-hard.
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