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4 PRISM, Université Versailles-St-Quentin and CNRS, France

Abstract. RNA molecules play major roles in all cell processes, and
therefore have been subject to a great attention by biologists, biochemists
and bioinformaticians in the recent years. From a computational opti-
mization point of view, two interrelated major issues are on one hand
the problem of structure prediction, and the problem of comparing two
or several RNA sequences or structures. We present a brief survey of the
latter, its variants, its computational complexity issues, and optimization
algorithms that have been developed up to now.
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1 Introduction

RNA is among the three major molecules that are involved in life processes at
cell scale. Up to the 1990’s, RNA molecules were mainly considered as simple
intermediates between DNA, that contains the genetic information, and proteins,
that were considered as the almost unique actors in the cell processes (with some
notable exceptions, as e.g. transfer RNAs and ribosomal RNAs). Nowadays it is
known that RNA molecules play major roles in almost all cell processes [35]. The
biological function of a RNA molecule is intimately related to its structure, that
is its three-dimensional shape. Therefore many efforts have been done during the
last years by biologists and bioinformaticians in order to study RNA structure,
notably relations between sequence, structure and function. The following two
problems are among the most important ones in RNA bioinformatics: structure
prediction and structure comparison. They are closely related, notably they are
used in combination in order to find and to fold RNA genes in whole genomes [30].

This paper focuses on RNA structure comparison, which reduces to a very
challenging optimization problem from the computer science point of view. It
has been subject to a large number of works in the last twenty years. We outline
the state-of-the-art in this area. We notably focus on computational complexity
results, and we briefly present the algorithmic and heuristic solutions that have
been developed so far in order to tackle with this problem.
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2 RNA edition and alignment problems

An RNA molecule is a linear polymer, composed of a succession of nucleotides,
directed from the first nucleotide (5′ end) to the last one (3′ end). Each nucleotide
is composed of a sugar (ribose), a phosphate, and a base, and is linked to its
predecessor and its successor in the sequence by so-called phosphodiester bonds.
There are four kinds of bases: Adenine (A), Cytosine (C), Guanine (G) and Uracil
(U). The linear RNA molecule folds into itself according to chemical bonds that
can link nucleotides together. Most of these links are made of one or several
hydrogen bonds. Among these interactions between nucleotides, the so-called
canonical Watson-Crick basepairs are the most common ones: A-U and G-C,
followed by the wobble basepair G-U. However, any two nucleotides can form
a basepair. In [27], Leontis and Westhof give an inventory and a classification
of all possible base-base interactions in RNA molecules. Moreover, any base
may have more than one such interaction with other bases (up to 5 in known
RNA molecules), and other kinds of interactions are possible, notably between a
base and a phosphate. All these interactions give the molecule a complex three-
dimensional conformation that is called the tertiary structure of the molecule.
Meanwhile, as they are hydrogen bounds, they are far weaker than the strong
covalent bounds that link any two successive nucleotides in the sequence.

Using the Leontis-Westhof basepair classification, an RNA molecule can be
represented at a fairly practical abstraction level by a graph whose nodes are
nucleotides and edges are interactions between them. Nodes are labelled by a
letter (A,C,G or U), and edges, that can be directed or not, are labelled by
the kind of interaction. The graph has maximum degree 7 (for each nucleotide,
one or two phosphodiester bonds, and up to five other interactions). Among the
interactions, the phosphodiester bounds between two successive nucleotides in
the sequence are particular: they are directed, and all together they form an
Hamiltonian path in the graph. For this reason, the graph is often represented
by an arc-annotated sequence, as shown in Figure 1. The sequence is written as
it, and the pairings are denoted by so-called arcs.
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Fig. 1. Classical drawing of an RNA structure (left) and corresponding arc-annotated
sequence (right). Edge labels and orientations are omitted.
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For comparing combinatorial structures such as sequences, trees or graphs, a
classical approach is to first define a set of basic and “atomic” operations, called
edition operations, that allow to change a structure into another. Each operation
is given a cost, depending on the operation and the values of its arguments.
The cost of a sequence of operations that changes a combinatorial structure S1

into another structure S2, denoted Cost(S1, S2), is the sum of the scores of the
involved operations.

For RNA structures, a set of biologically relevant operations has been defined
in [21]. Let us define a free base as a base that is unpaired. Each operation
involves either a free base, or a basepair. They are as follows:

– Base-mismatch: replace a free base by another one.

– Arc-mismatch: replace the two bases incident to an arc, by other bases.

– Base-deletion: delete a free base.

– Arc-removing: delete an arc and its two incident bases.

– Arc-breaking: delete an arc.

– Arc-altering: delete an arc and one if its incident letters.

All these operations can be visualized in an alignment of the two arc-annotated
sequences, as shown in Figure 2. Using these operations, a partial ordering can

A GGA C A A C U UGGA C C A A GA
A A C A C A UUGUGA A A AC

arc-match

arc-mismatch arc-altering arc-removingbase-mismatch

base-deletion arc-breakingbase-match

Fig. 2. Edit operations on RNA structures (from [21]).

be defined within the set of arc-annotated sequences. Let S and S′ be two arc-
annotated sequences. We say that S is a substructure of S′, or equivalently that
S′ is a superstructure of S, and we write S E S′, if S can be obtained from S′

by applying a sequence of the above operations.

Now the problem of comparing two arc-annotated sequences S1 and S2 has
two main variants, that are classical for comparing any kind of combinatorial
structures:
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– Edit problem (Edit): find a substructure S of both S1 and S2, in such a way
that Cost(S1, S)+Cost(S2, S) is minimized. When the score function has the
properties of a distance (which occurs in most applications), the cost is called
the edition distance. Originally, the problem was described in a different way:
for each deletion operation, the symmetric operation was allowed, with the
same cost. And the problem was to find a sequence of operations that changes
S1 into S2, in such a way that Cost(S1, S2) is minimized. It has been shown
in [5, 7] that both formulations are equivalent.

– Alignment problem (Align): Find a superstructure S of both S1 and S2, in
such a way that Cost(S1, S) + Cost(S2, S) is minimized.

Equivalently, these problems can be defined in terms of scores in place of costs.
In this case, the minimization problem becomes a maximisation problem.

3 Refined problem and complexity results

In [13], Evans defined four classes of structures for arc-annotated sequences,
depending on constraints on their arcs:

– Unlimited (Unlim): no constraint
– Crossing (Cros): any letter has at most one incident arc.
– Nested (Nest): any letter has at most one incident arc, and there is no

crossing between arcs.
– Plain (Plain): there is no arc.

Clearly, these classes define a hierarchy. They correspond rather well to the levels
of structure that had been defined by biologists: The Plain level is the so-called
primary structure, Nest corresponds to what is called the secondary structure by
biologists, while Cros corresponds to the secondary structure with pseudoknots.
We say that there is a pseudoknot when two arcs at least are crossing (see
Figures 4 and 5 for two examples of pseudoknots). Finally, the Unlim level can
contain all interactions of the tertiary structure of the molecule.

Given the four classes, the alignment problem can be refined by considering
constraints on the class of S, the superstructure of S1 and S2. In the general
problem S has no constraint, that is it belongs to the Unlim class. However, the
case where S must belong to a given class can be considered. This is what was
done in [5, 7] by defining the alignment hierarchy. Given three classes C1, C2,
C3 among Plain, Nest, Cros, and Unlim, the expression Align(C1 × C2 →
C3) denotes the problem of aligning two arc-annotated sequences S1 ∈ C1 and
S2 ∈ C2, in such a way that the superstructure S belongs to C3. This defines
fourteen different problems, whose complexities are presented in Table 1. It can
be shown that, in most cases, the problem Align(C1 × C2 → C3) is equivalent
to the problem Edit(C1 ×C2). These cases are indicated by a “×” in the Edit
column of the table.

Three problems are still open, to our knowledge. Among the others, the
problem is NP-hard has soon as one of the sequence belongs to the Cros class.
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In most cases, the problem has even been proved to be Max-SNP-hard, that
means that no polynomial time approximation scheme (PTAS) can be found for
it, unless P=NP.

In the table, the most complex configuration where the problem is known to
be polynomial is the Align(Nest×Nest→ Nest) case. However, in [34] a new
and more general class is considered : the class Nmult of structures that are
nested but where each base can be involved in several basepairs, and it is proved
that Align(Nest×Nest→ Nmult) can be solved in O(n4). Remark that, by
contrast, the Nest × Nest → Unlim case is Max-SNP-hard. These problems
will be detailed in Section 4. The Align(Plain × Nest → Nest) problem
can be solved by a dynamic programming algorithm in O(nm3) time, where n
is the size of the nested sequence and m the size of the plain sequence [21].
Finally, the case Align(Plain × Plain → Plain) is the classical problem of
sequence alignment, for which O(n2) algorithms have been known for a long
time (the original algorithm [32] was in O(n3)). The more recent algorithm in
O(n2/ log n) makes use of sequence decompositions related to the Lempel-Ziv
compression algorithm [25]. Detailed complexity results on all these problems
and related ones are presented in [4].

A×B → C Edit Complexity

Plain×Plain→Plain × O(n2/ logn) [8]

Plain× Nest→ Nest × O(n4) [21]

Plain× Cros→ Cros × Max SNP-hard [21]

Plain×Unlim→Unlim × Max SNP-hard [21]

Nest × Nest→ Nest O(n4) [5, 7]

Nest × Nest→ Cros unknown

Nest × Nest→Unlim × NP-hard [6]

Nest × Cros→ Cros unknown

Nest × Cros→Unlim ×
Max SNP-hard [21]

Nest ×Unlim→Unlim ×
Cros × Cros→ Cros unknown

Cros × Cros→Unlim ×
Max SNP-hard [21]Cros ×Unlim→Unlim ×

Unlim×Unlim→Unlim ×

Table 1. Complexities of the 14 alignment problems (adapted from [5, 7])

We indicate problems that can be formulated as edit distance problems in the second
column. The other problems are specific to the Align hierarchy. Complexity results
are indicated for two arc-annotated sequences S1 and S2 s.t. max(|S1|, |S2|) = n.

4 Nested structure-structure comparison

Pairwise comparison of nested arc-annotated sequences (that correspond to RNA
secondary structures without pseudoknots) has been subject to a number of
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works in the recent years. One reason is that it is much easier to know the
secondary structure of a RNA molecule, by experimental biology as well as by
computer prediction, than its tertiary structure. Another reason is that there
exists a well known one-to-one correspondence between arc-annotated sequences
and a particular family of trees, and comparison of trees is a well studied topic.
Indeed, any nested arc-annotated sequence can be modeled by a labelled ordered
tree [47, 39], where each inner node corresponds to a basepair (i.e. two bases
with an arc between them), and each leaf corresponds to an unpaired base. The
transformation algorithm, of linear complexity, is quite simple [18]. Figure 3
shows an example of an arc-annotated sequence and its corresponding tree. The
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Fig. 3. A nested arc-annotated sequence (top) its classical drawing (left) and its cor-
responding labelled ordered tree (right).

classical edition operations for comparing trees are the following:

– node-substitution: the label of a node is changed,
– node-deletion: a node is deleted, and its children become the children of its

former parent.

Given these operations, one can define, as in the case of arc-annotated sequences,
a partial order relation between trees, and then consider the alignment problem
and the edition problem. It turns out that these two problems are not equiv-
alent for trees. Meanwhile, both can be solved in polynomial time by dynamic
programming algorithms. The first efficient edition algorithm for ordered rooted
trees is due to Zhang and Shasha [46]. It runs in O(n2m2) worst-case complexity,
and in O(n3/2m3/2) average-case complexity [10], where n and m stand for the
numbers of nodes of the two trees, respectively. Some authors have given variants
of the algorithm which improve the worst-case complexity [11, 23]. Alignment of
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trees was first investigated by Jiang, Wang and Zhang [22]. They gave an algo-
rithm whose worst-case complexity is in O(n2m2). The average complexity was
later proven in O(nm) [18].

However, the edit operations on trees are not enough to compare RNA sec-
ondary structures in a biologically relevant way. Indeed, node-substitution cor-
responds to base-mismatch if the node is a leaf, or to arc-mismatch if the node
is an inner node. Node deletion corresponds to base-deletion if the node is a leaf,
or to arc-removing if the node is an inner node. There remain two operations
on arc-annotated sequences that have no counterpart on trees: arc-breaking and
arc-altering. However it is possible to define two new operations on trees that cor-
respond to them [5, 7]. If these operations are added to the former ones, the prob-
lem of alignment (resp. edition) of trees becomes equivalent to the problem of
alignment (resp. edition) of nested arc-annotated sequences. It was shown in Blin
et al. [6] that the edition problem of two nested arc-annotated sequences (that is
Edit(Nest ×Nest) or, equivalently, Align(Nest ×Nest → Unlim)) is NP-
hard. In contrast, it turns out that the refined alignment problem Align(Nest×
Nest → Nest) is polynomial, in O(n2m2) worst-case complexity [5, 7] and in
O(nm) average-case complexity [10]. Roughly, the algorithm consists in a gen-
eralisation of the dynamic programming scheme for the tree alignment algo-
rithm [22] to the new operations. The problem Align(Nest×Nest→ Nmult)
defined and solved in O(n4) worst-case complexity in [34] cannot be directly
related to tree alignment.

Since pairwise secondary structure comparison is of particular interest in
RNA bioinformatics and genomics, a number of softwares have been developed
so far by several teams. RNAdistance, part of the Vienna RNA package [20]
and RNA align [28] use the classical edition operations on trees only (node-
substitution and node-deletion). RNAforester [19] uses the same operations, but
the tree corresponding to the RNA structure is different from the classical one,
so that the more complex operations on RNA structures can be ’mimicked’,
at the price of some constraints on the scores of the operations. Both Garde-
nia [5] and NestedAlign [17] implement the alignment algorithm given in [5, 7],
involving all relevant RNA operations. The four above programs are based on
dynamic programming and provide an optimal solution. Besides, some heuristic
approaches have been developed. MiGaL [1] and TreeMatching [33] are based
on the fact that RNA structures may be subject to more global modifications
than the simple atomic operations described above. These two softwares use
multilevel tree representations on RNA structures that allows to consider more
general operations. Both approaches are heuristic but use, at the most detailed
representation level, classical operations and dynamic programming algorithms.

Other heuristic approaches have been developed, mainly in order to speed-up
the processing. Indeed, the O(n4) complexity, even if it reduces to O(n2) in av-
erage, is too high for efficiently comparing large sets of large molecules. Among
these heuristics, RNAStrAT [15] decomposes the secondary structures into sim-
ple substructures (stem-loops), and uses an original dynamic programming al-
gorithm for comparing pairs of stem-loops. ExpaRNA [40] first searches for a
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combination of sequence-structure motifs common to the two RNAs, then uses
dynamic programming to compute a longest common sequence of substructures.
Some other approaches have been developed, notably in [29, 38]. In particular,
in [38] an original approach using conditional random fields is presented. Finally,
recently an on-line benchmark has been developed in order to offer tools for eval-
uating and comparing any (nested) structure-structure comparison softwares on
real and synthetic datasets [2].

5 Sequence-structure comparison

The sequence-structure comparison problem is important in bioinformatics for
two purposes at least:

– Searching for non coding RNA genes in genomes. The data are one or several
RNA sequences with a known common structure on one hand (the query),
and a generally very long sequence on the other hand (the target). The
problem is to find, in the target, parts that could fold nearly as the given
structure(s).

– Three-dimensional modeling. The data are two RNA sequences, and the
tertiary structure of one of them. The other one is supposed to fold nearly
the same. The problem is to predict the tertiary structure of the latter.

The differences between these two very similar problems are the following. In
the first one, the target sequence is very long compared to the known query
structure(s), so the algorithms must be as fast as possible; on the other hand,
the result of the comparison does not need to be extremely precise. In the second
one, the two sequences generally have about the same size and the result (the
alignment) must be very precise.

As seen in Table 1, the Edit and Align problems are equivalent if one of
the arc-annotated sequences is plain (i.e. without arcs). The Edit(Plain,Nest)
problem is polynomial in O(nm3) where n is the length of the sequence with
known structure and m the length of the sequence of unknown structure [21].
When the latter is very long, heuristics are currently used based on filters like the
HMM filtering techniques described in [43], as in the famous Infernal software
that is based on stochastic context free grammar [12]. In fact Infernal takes as
request not a sole structured sequence, but a representation of a set of structured
sequences by a special stochastic context-free grammar called a covariance model.

Unfortunately, answers to the problem Edit(Plain,Nest) are not precise
enough for three-dimensional modeling of RNA structures. It is necessary to
consider higher structure levels. The Edit(Plain,Crossing) problem is Max-
SNP-hard (Table 1).

A way to tackle with the intrinsic time complexity is to use adapted heuristics.
A first group of methods represent the structures at a much lower precision level,
by considering structural elements (such as stems and loops) as the nodes of the
structural graph. This allows to run exponential algorithms on small graphs.
Notably, in [41], a dynamic programming approach has been developed over a
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tree decomposition of a coarse grained structure graph. Some other approaches
consist in giving only near optimum solutions. For example, in [26] the problem is
changed into an integer linear program and solved by a branch-and-cut approach.
However, experiments show that this approach is far to be efficient in terms of
computation time. A similar representation is used in [3], where Lagrangian
relaxation is used to obtain a near optimal solution in more reasonable time.
The heuristic in [31] is based on the fact that, in most realistic cases, only a
small part of the graph contains crossing interactions. These parts can be solved
by an exponential algorithm, while the others are processed in polynomial time.

On the other hand, putting strong constraints on the costs of some opera-
tions allows to extend the dynamic programming scheme of Edit(Plain,Nest)
to Edit(Nested,Crossing), hence to Edit(Plain,Crossing), leading to a
O(nm3) complexity [21]. Almost all other approaches that have been developed
up to now focus on restricted classes of crossing structures. It has been observed
that the so-called H-type and kissing-hairpin pseudoknots (Figures 4 and 5)
represent more than 80% of the pseudoknots in known structures [37]. When
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considering structures that contain only these kinds of pseudoknots, the problem
can be solved in polynomial time with a worst-case complexity in O(nm5), or
O(nm4) if only H-Type pseudoknots are allowed [16, 45]. The key idea of the
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algorithms is that in these RNA structures, the interactions can be partially
ordered in such a way that a dynamic programming scheme can be developed.
Finally, it has been shown that some variants of the problem are fixed-parameter
tractable, e.g when parametrized by cut-width or bandwidth [14]. This leads to
polynomial algorithms (possibly of high degree) for limited classes of crossing
structures.

Some works address the general sequence-structure alignment problem. In [42,
44], the problem is solved for two particular classes of unlimited structures. Re-
cently, in [36], a parameterized structure-sequence alignment algorithm has been
given for all possible structures in the Unlim class. This work unifies all pre-
vious exact algorithms [21, 16, 45, 44] in the sense that it consists in an unique
algorithm, which has the same complexity as previous approaches in their respec-
tive fields of resolution. This algorithm uses tree decompositions, it transforms
the given structure into a tree-decomposition, which is then aligned with the
sequence. This leads to a complexity of O(nmk) or O(nmk+1), where k is the
width of the tree-decomposition. It turns out that, for most known biological
structures, a tree-decomposition with small width can be found efficiently.

6 Conclusion

Despite of the numerous works on these subjects, the sequence-structure and
structure-structure problems are still not totally solved in a fully relevant manner
for biological purposes. As numerous problems in bioinformatics, one crucial issue
is to find a good trade-off between precision and speed. Sequence-structure align-
ment has become a major method for detecting RNA genes in whole genomes.
Clearly, time consuming algorithms are not appropriate for this kind of research.
Even when considering secondary structures only, the problem is still too time
consuming. In order to scan complete genomes in a systematic way, new accurate
and time performing methods have to be built. This still open question will cer-
tainly be answered by new kinds of heuristics for sequence-structure alignments,
based on solid theoretical foundations. Searching for biologically relevant scoring
schemes is also a very important and difficult task to be addressed, despite some
promising works in this direction [17, 24].

Acknowledgments. This work was funded by the ANR (Agence Nationale
pour la Recherche) project AMIS ARN (ANR-09-BLAN-0160). Figures 1, 3, 4
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