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Abstract. We define new subclasses of the class of irreducible sofic
shifts. These classes form an infinite hierarchy where the lowest class
is the class of almost finite type shifts introduced by B. Marcus. We give
effective characterizations of these classes with the syntactic semigroups
of the shifts.
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1 Introduction

Sofic shifts [18] are sets of bi-infinite labels in a labeled graph. If the graph can be
chosen strongly connected, the sofic shift is said to be irreducible. An irreducible
sofic shift has a unique (up to isomorphisms of automata) minimal deterministic
presentation called its right Fischer cover. A particular subclass of sofic shifts
is the class of shifts of finite type which are defined by a finite set of forbidden
blocks. Two sofic shifts X and Y are conjugate if there is a bijective block map
from X onto Y. It is an open question to decide whether two sofic shifts are
conjugate, even in the particular case of irreducible shifts of finite type.

Almost finite type shifts have been introduced in [13] (see also [15]). They
constitute a meaningful intermediate class above the class of shifts of finite type
for several reasons. For instance, if X is the shift presented by the reversed
presentation of a shift X that has almost finite type, then X and X are conjugate
[6]. Almost finite type shifts are of practical interest in coding for constrained
channels. Sliding block decoding theorems hold in the case of almost finite type
constraints while they do not hold beyond this class [10].

In this article, we first give a characterization of almost finite type shifts
based on the syntactic semigroup of the shift. This semigroup S is the transition
semigroup of the right Fischer cover of the irreducible sofic shift. The structure
of a finite semigroup is determined by the Green’s relations (denoted R, L,
H,D,T), see for instance [17]. We show that an irreducible sofic shift has almost
finite type if and only if for any regular H-class of S with image I and any R-
class of the D-class of rank 1 with domain D, the intersection D NI has at most
one element. In general, the greatest cardinality of D N I, where I is an image
and D is a domain as above, is called the degree of the shift. This enables the
definition of a hierarchy of subclasses of irreducible sofic shifts with respect to



this degree, where the lowest class (that with degree 1) is the class of almost
finite type shifts. In particular, we prove that conjugate irreducible sofic shifts
have the same degree. This degree is thus a conjugacy invariant.

The proof of this invariant uses Nasu’s Classification Theorem for sofic shifts
[16] that extends William’s one for shifts of finite type. This theorem says that
two irreducible sofic shifts X, Y are conjugate if and only if there is a sequence of
symbolic adjacency matrices of right Fischer covers A = Ay, Ay,..., A1, A =
B, such that A; 1 and A; are elementary strong shift equivalent for 1 <1 <1,
where A and B are the adjacency matrices of the right Fischer covers of X and
Y, respectively. This means that, for each ¢, there are two symbolic matrices
U; and V; such that, after recoding the alphabets of A; ; and A;, one has
A;—1 = U;V; and A; = V;U;. A bipartite shift is associated in a natural way
to a pair of elementary strong shift equivalent and irreducible sofic shifts [16].
Another syntactic conjugacy invariant called the syntactic graph of the sofic
shift was defined in [2]. We give an example of two non-almost finite type shifts
with different degrees (and therefore not conjugate) that have the same syntactic
graph.

Basic definitions related to symbolic dynamics are given in Section 2.1. We
refer to [12] or [11] for more details. See also [13], [12, Section 13.1], [15], [10],[5],
[6], [19] and [7] about almost finite type shifts. Basic definitions and properties
related to finite semigroups and their structure are given in Section 2.2. We
refer to [17, Chapter 3] for a more comprehensive expository. Nasu’s Classifica-
tion Theorem is recalled in Section 2.3. In Section 3, we define a hierarchy of
irreducible sofic shifts. In Section 4, we consider the problem of characterizing
classes of shifts (as the class of almost finite type shifts), by algebraic properties
of the syntactic semigroup.

2 Definitions and Background

2.1 Almost Finite Type Shifts and Their Presentations

Let A be a finite alphabet, i.e. a finite set of symbols. The shift map o : A% — AZ
is defined by o((a;)icz) = (aiy1)icz, for (a;)icz € A%. If A% is endowed with the
product topology of the discrete topology on A4, a shift is a closed o-invariant
subset of AZ.

A finite automaton is a finite multigraph labeled by A. It is denoted A =
(Q, E), where @ is a finite set of states, and E a finite set of edges labeled by
A. Tt is equivalent to a symbolic adjacency (Q x Q)-matriz A, where A,, is the
finite formal sum of the labels of all the edges from p to ¢q. A sofic shift is the
set of the labels of all the bi-infinite paths on a finite automaton. If A is a finite
automaton, we denote by Xa the sofic shift defined by the automaton A. Several
automata can define the same sofic shift. They are also called presentations or
covers of the sofic shift. We will assume that all presentations are essential: all
states have at least one outgoing edge and one incoming edge. An automaton is
deterministic if for any given state and any given symbol, there is at most one



outgoing edge labeled by this given symbol. An automaton is left closing with
delay D if whenever two paths of length D + 1 end at the same state and have
the same label, then they have the same final edge. An automaton is left closing
if it is left-closing with some delay D > 0. A sofic shift is irreducible if it has
a presentation with a strongly connected graph. Irreducible sofic shifts have a
unique (up to isomorphisms of automata) minimal deterministic presentation,
that is a deterministic presentation having the fewest states among all deter-
ministic presentations of the shift. This presentation is called the right Fischer
cover of the shift.

An irreducible sofic shift has almost finite type (AFT) if it has a deterministic
and left-closing presentation. The class of almost finite type shifts was introduced
by B. Marcus in [13], see also [15] and [12, Section 13.1].

Let A = (Q, E) be a deterministic automaton labeled by A. The square of A
is the deterministic automaton (Q x @, F) where (p,q) — (p',¢') € F if and only
if p% p' and ¢ = ¢' € E. A diagonal state of the square of A is a state (p,p),
with p € Q.

An almost finite type shift is an irreducible shift whose right Fischer cover is
left-closing. Thus the square of its right Fischer cover has no strongly connected
component with at least one edge containing a non-diagonal state and admitting
a path going from this component to a diagonal state (see for instance [13], [1]).
Checking whether an irreducible sofic shift has almost finite type can thus be
done in a quadratic time in the number of states of the right Fischer cover of
the shift.

2.2 The Syntactic Semigroup of an Irreducible Sofic Shift

In this section, we recall the definition and the structure of the syntactic semi-
group of an irreducible sofic shift [2].

Let A = (Q,E) be a finite deterministic (essential) automaton on the al-
phabet A. Each finite word w of A* defines a partial function from @ to Q.
This function sends the state p to the state g, if w is the label of a path from
p to q. The semigroup generated by all these functions is called the transition
semigroup of the automaton. When Xja is not the full shift, the semigroup has
a null element, denoted 0, which corresponds to words which are not factors of
any bi-infinite word of Xa. The syntactic semigroup of an irreducible sofic shift
is defined as the transition semigroup of its right Fischer cover.

Given a semigroup S, we denote by S! the following monoid: if S is a monoid,
Sl = S.If S is not a monoid, S' = S U {1} together with the law * defined by
zxy=zgyifz,y € Sand 1xz =2z x1 =2 for every z € S.

We recall the Green’s relations R, £, H, J, which are fundamental equiva-
lence relations defined in a semigroup S. They are defined as follows. Let z,y € S,

TRy & xSt = yS?t,

zLy & Stz = Sly,
tJy & StxSt = StyS?h,
2Hy < 2Ry and xzLy.



Another relation D is defined by:
2Dy & Jdz € S zRz and zLy.

In a finite semigroup J = D.

An R-class is an equivalence class for a relation R (similar notations hold
for the other Green’s relations). An idempotent is an element e € S such that
ee = e. A regular class is a class containing an idempotent. In a regular D-class,
any H-class containing an idempotent is a maximal subgroup of the semigroup.
Moreover, two regular H-classes contained in a same D-class are isomorphic (as
groups), see for instance [17, Chapter 3 Proposition 1.8].

We say that two elements z,y € S are conjugate if there are elements u,v €
S! such that £ = wv and y = vu.

Let S be a transition semigroup of an automaton A = (@, E) and z € S.
The rank of x is the cardinal of the image of x as a partial function from @
to Q. The kernel of x is the partition induced by the equivalence relation ~ over
the domain of z where p ~ ¢ if and only p, ¢ have the same image under z. We
describe the so called “egg-box” pictures with the sofic shifts of Figure 1 and
Figure 2 which have almost finite type and not almost finite type, respectively.
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Fig. 1. An irreducible sofic shift which has almost finite type. Its syntactic semigroup
is represented on the right part of the figure. It is composed of three D-classes of rank
2, 1 and 0, respectively, represented by the above tables from left to right. Each square
in a table represents an H-class. Each row represents an R-class and each column an
L-class. The common kernel of the elements in each row is written on the left of each
row. The common image of the elements in each column is written above each column.
Idempotents are marked with the symbol *. Each D-class of this semigroup is regular.

The syntactic semigroup of an irreducible sofic shift has a unique D-class of
rank 1 which is regular (see for instance [3] or [4], and also [9]). Moreover, if u is
a non null element of this semigroup, there is a word w such that uw has rank 1.

2.3 Nasu’s Classification Theorem for Sofic Shifts

In this section, we recall Nasu’s Classification Theorem for sofic shifts [16] (see
also [12, Theorem 7.2.12]), which extends William’s Classification Theorem for
shifts of finite type (see [12, Theorem 7.2.7]).
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Fig. 2. An irreducible sofic shift which has not almost finite type. Indeed, there are
two distinct left-infinite paths labelled ...bbbbbba ending at state 2. Also in this case,
each D-class is regular.

Let X C A%, Y C B% be two shifts and m,a be nonnegative integers. A
map ¢ : X — Y is a (m,a)-block map (or (m,a)-factor map) if there is a
map J : A™TeH — B such that ¢((a;)icz) = (b;)icz where §(a;i_m ...a;_1 a;
@it1 - - - Qita) = b;- A block map is a (m, a)-block map for some nonnegative in-
tegers m, a (respectively called its memory and anticipation). The well known
theorem of Curtis, Hedlund, and Lyndon [8] asserts that continuous maps com-
muting with the shift map o, are exactly block maps. A conjugacy is a one-to-one
and onto block map (then, being a shift compact, also its inverse is a block map).

Having almost finite type is a property of shifts which is invariant under
conjugacy [13].

Let A be the symbolic adjacency (@ X @)-matrix of an automaton A with
entries in a finite alphabet A. Let B be a finite alphabet and f a one-to-one map
from A to B. The map f is extended to a morphism from finite formal sums of
elements of A to finite formal sums of elements of B. We say that f transforms
A into a symbolic (@ x @)-matrix B if By, = f(A,q) for each p,q € Q.

We now define the notion of strong shift equivalence between two symbolic
adjacency matrices.

Let A and B be two finite alphabets. We denote by AB the set of words ab
with a € A and b € B.

Two symbolic matrices A and B with entries in A and B respectively, are
elementary strong shift equivalent if there is a pair of symbolic matrices (U, V)
with entries in disjoint alphabets i and V respectively, such that there is a one-
to-one map from 4 to UV which transforms A into UV, and there is a one-to-one
map from B to VU which transforms B into VU.

Two symbolic adjacency matrices A and B are strong shift equivalent within
right Fischer covers if there is a sequence of symbolic adjacency matrices of right
Fischer covers

A=A, A1, A1, A =B

such that for 1 < ¢ < [ the matrices 4;_; and A; are elementary strong shift
equivalent.

Theorem 1 (Nasu). Let X and Y be irreducible sofic shifts and let A and
B be the symbolic adjacency matrices of the right Fischer covers of X and Y,



respectively. Then X andY are conjugate if and only if A and B are strong shift
equivalent within right Fischer covers.

Let us consider the two irreducible sofic shifts X and Y defined by the right
Fischer covers in Figure 3. The symbolic adjacency matrices of these automata

Fig. 3. Two conjugate shifts X and Y.

are respectively
ab a 0d
A= [bO]’ B= |0V
0v 0

Then A and B are elementary strong shift equivalent with

1)10

g=|u 00Uy, 0
0’LL20

0’1}2

Indeed,
ViU O V1U2
Uv = [lel U201)2:| ; VU = VU7 0 VaU2
272 0 Va2Ug 0

The one-to-one maps from A = {a,b} to UV and from B = {a’,V',¢,d'} to VU
are described in the tables below.

a'lviug
aluiv; b lvaus
blusvs|’ c vguq|”

d' ViU

An elementary strong shift equivalence between A = (Q, E) and B = (Q', E'),
enables the construction of an irreducible sofic shift Z on the alphabet 4/ UV as



follows. The sofic shift Z is defined by the automaton C = (Q U Q', F'), where
the symbolic adjacency matrix C' of C is

Q !
Q|0U
Q |Vl
The shift Z is called the bipartite shift defined by U,V (see Figure 4). An edge
of C labeled by U goes from a state in ) to a state in Q'. An edge of C labeled

by V goes from a state in @' to a state in ). Remark that C is a right Fischer
cover (i.e. is minimal).

Fig. 4. The bipartite shift Z of the shifts X and Y in Figure 3.

3 A Hierarchy of Irreducible Sofic Shifts

In this section, we first give a syntactic characterization of almost finite type
shifts. Next, we define a hierarchy of irreducible sofic shifts.

Proposition 1. Let X be an irreducible sofic shift and S its syntactic semi-
group. Then X has almost finite type if and only if for any regular H-class of
S with image I and any R-class of the D-class of rank 1 with domain D, the
intersection D NI has at most one element.

PROOF Let us assume that X has not almost finite type. Let A be the right
Fischer cover of X. Then there are two states p # ¢ and a state r, two words
u,v and two paths on A labeled uv as follows.

u v
p—p—=r
g q>r

There is a positive integer n that 4™ is a non null idempotent in S. Let I be
the image of u™. It contains p and ¢. Let w be a word of rank 1 in S. Since
A has a strongly connected graph, there is a word w' such that the domain of
w'w contains the state r. The word vw'w has rank 1 and its domain contains p



and ¢. Thus the intersection of the domain of vw'w and I contains at least two
elements.

Conversely, let us assume that there is in S a regular H-class H with image
I and an R-class R of the D-class of rank 1 with domain D, such that D NI has
at least two elements. Let e be an idempotent of H. Then e induces the identity
map on its image I. Let p # ¢ € DN I, and v € R. Then there is a state r and
two paths on A as follows

It follows that X has not almost finite type. O

For instance, the shift presented in Figure 2 has not almost finite type since
it has a regular H-class of rank 2 (containing the idempotent b) whose image is
{1, 2}. This image intersects the domain of {ac,a} (which is a R-class contained
in the D-class of rank 1), with {1,2} as intersection.

We now introduce the following classification of irreducible sofic shifts. An
irreducible sofic shift is d-non-left closing if its syntactic semigroup has a regular
‘H-class with image I and an R-class of the D-class of rank 1 with domain D,
such that D N I has d elements. An irreducible sofic shift has degree d if it is
d-non-left closing with d > 0 and not d'-non-left closing for any d' > d. Notice
that the degree of an irreducible sofic shift is always non null.

The following proposition allows us to prove that the class of irreducible
sofic shifts with degree d is a class of shifts invariant under conjugacy. In this
classification, the class of almost finite type shifts is the class of irreducible sofic
shifts with degree 1. This enables to recover that the property of having almost
finite type is a conjugacy invariant.

Proposition 2. Let X and Y be two conjugate irreducible sofic shifts and let d
be a positive integer. If X is d-non-left closing, then'Y is d-non-left closing.

Before proving Proposition 2, we recall some results from [2] about the syntac-
tic semigroup of a bipartite shift. Let X (respectively Y') be an irreducible sofic
shift whose symbolic adjacency matrices of its right Fischer cover is a (Q X Q)-
matrix (respectively (Q' x Q')-matrix) denoted by A (respectively by B). We
assume that A and B are elementary strong shift equivalent through a pair of
matrices (U, V). The corresponding alphabets are denoted A, B, U, and V as
before. We denote by f a one-to-one map from A4 to UV which transforms A
into UV and by g a one-to-one map from B to VU which transforms B into VU.
Let Z be the bipartite irreducible sofic shift associated to U, V. We denote by S
(respectively T', R) the syntactic semigroup of X (respectively YV, Z).

Let w € R. If w is non null, the bipartite nature of Z implies that w is a
function from QUQ' to QUQ' whose domain is included either in @ or in @', and
whose image is included either in @ or in Q'. If w # 0 with a domain included
in P and an image included in P’, we say that w has the type (P, P'). Remark



that w has type (@, Q) if and only if w # 0 and w € (f(A))*, and w has type
(Q',Q") if and only if w # 0 and w € (g(B))*. Elements of R in a same non null
H-class have the same type.

Let w = ay . ..a, be an element of S, we define the element f(w) as f(a1)-..
f(ayn). Note that this definition is consistent since if a; ...a, = a}...a}, in S,
then f(a1) ... f(an) = f(a})-.. f(al,) in R. Similarly we define an element g(w)
for any element w of T'.

Conversely, let w be an element of R belonging to f(A)* (C (UV)*). Then
w = f(a1)...f(ay), with a; € A. We define f~!(w) as a1 . ..a,. Similarly we
define g~!(w). Again these definitions and notations are consistent. Thus f is a
semigroup isomorphism from S to the subsemigroup of R of transition functions
defined by the words in (f(A4))*. Notice that f(0) = 0 if 0 € S. Analogously,
g is a semigroup isomorphism from 7" to the subsemigroup of R of transition
functions defined by the words in (g(B))*.

We now prove Proposition 2.

ProOF[of Proposition 2] By Nasu’s Theorem [16] we can assume, without loss
of generality, that the symbolic adjacency matrices of the right Fischer covers
of X and Y are elementary strong shift equivalent. We define the bipartite shift
Z as above. We denote by S, T" and R the syntactic semigroups of X, Y and Z
respectively.

Let us assume that X is d-non-left closing. Thus S has a regular H-class H
with image I and an R-class of the D-class of rank 1 with domain D, such that
D NI has d elements. Let e be an idempotent of H. It induces the identity map
on its image I.

The element f(e) is an idempotent element of type (@, @) in R. Let uyv; ...
UnUn, € (UV)* such that f(e) = uivy ... unv,. We define an element € as € =
V1 ... UnUnu1. Thus f(e)u; = ui€ in R. Remark that é depends on the choice
of the word wjv; ...u,v, representing f(e) in R. Notice that € and f(e) are
conjugate. Indeed, if w = vy ...u,v,, then f(e) = uyw and € = wuy. Hence,
&% = wuywuywu; = wf(e)?u; = wf(e)u; = wuywu; = 2. We have &2 # 0 since
f(e) # 0 and f(e) = f(e)? = f(e)® = uy€%w. Thus &2 is an idempotent of R of
type (Q', Q")

Let IND = {x1,...,24}. Then there is a word z € A* of rank 1, a state
x € (@ and a path on the right Fischer cover of X labeled z from any state in
IND to . Moreover, there are a letter u € U, a state y € Q' and an edge  — y
in the right Fischer cover of Z. It follows that there are paths as follows in the
right Fischer cover of Z.

u1 w uy w f(z) u
ry — Y1 — T — Y1 7 T1 —— T Y

u1 w u1 w f(z) u
Ty —> Yo — Ty —r Yo — Ty —— T — Y

u1 w u1 w f(2) u
Tg—>Yd — Tqg —>Yd —> g —— T — Y



The states y;, for 1 < i < d, belong to Q'. Since the states z; are distinct, also
the states y; are distinct. Indeed, let us assume for instance that y; = y. Then
21 = x2 by considering the paths labeled w from y; to z; for ¢ = 1,2. Thus, in
the right Fischer cover of Z there are the following paths, for 1 <i < d.

(wul)z\ wf(z)u\
i 7 Yi ’

Since & = wu; and wf(z)u are contained in (g(B))*, the elements e’ = g—1(&?) =

9 ((wuy)?) and w' = g~ (wf(2)u) are in T. Hence the following paths are in
the right Fischer cover of YV, for 1 <1 <d.

yie—>yiw—>y

Notice that €' is an idempotent of T'. Since the graph of the right Fischer cover
of Y is strongly connected, there is a word w" of rank 1 whose domain contains
y. This allows us to assume that the word w’ is an element of rank 1 of T'. Hence
the domain D' of the R-class of w' and the image I’ of the idempotent €', contain
{y1,.-.,ya}.- We now prove that D' N I' is exactly the set {y1,...,ya}-

Suppose that there is a state § € D' N I' such that § # y; for each . Hence
the following path is in the right Fischer cover of Y.

7555y
Thus, in the right Fischer cover of Z there is the following path.

g (wu1)2> TISZAGILN

Y

Let T be the final state of the path labelled by w and starting at . It follows
that a path of the kind

_ oW, - w1 w uy - w_ - f(2)

JoT .. 5B jJ—>T—>7
is in the right Fischer cover of Z (recall that f(z) has rank 1). Being Z in the
image of uywuiw = f(e)? = f(e), we have that Z in the image I of e. Moreover,
Z is in the domain of f(z) and hence it is also in the domain D of z. This implies

that Z is one of the elements z; and hence § is the corresponding y;, which is a
contradiction. Thus the cardinality of D'NI'isd. O

We get the following corollary.

Corollary 1. Let X be an irreducible sofic shift. Then its degree is invariant
under conjugacy. Moreover, the increasing sequence (dy,ds, ... ,d,) of positive
integers such that X is d;-non-left closing (where d,, is the degree of the shift),
is nvariant under conjugacy.

We show in Figure 5 an example of two sofic shifts X and Y, where X has not
almost finite type with degree 3, and Y has not almost finite type with degree 2.



Fig. 5. The right Fischer covers of two non conjugate sofic shifts X (on the left) and YV
(on the right), with A = {a,b,z,y, 2z} and B = {a,b, ¢, z,y, z}. The shift X has degree
3 while the shift Y has degree 2.

Thus these two shifts are not conjugate since their degrees are different. Remark
that they have the same syntactic graph, which is another conjugacy invariant
defined and described in [2].

There are irreducible sofic shifts with degree d for every d > 1. For instance,
consider the right Fischer cover A = ({1,2,...,d,d + 1}, E) on the alphabet

A = {a,b,c}, where the set of edges is E = {i LN i d+1]i#Ad+1}
U{i Si—-1]2<i<d}J{d+1> d}. This right Fischer cover has degree d.

4 Links with Semigroup Theory

The above propositions have links with previous results in the theory of varieties
of semigroups.

A finite biprefix code (see for instance [4]) defines an almost finite type shift
in a natural way. It is known from [14] that, if X is a finite biprefix code and
S the syntactic semigroup of X, eSe defines a semigroup of partial injective
transformations for any idempotent e. Margolis [14] also showed that every semi-
group of partial injective transformations divides a semigroup of partial injective
transformations which is the syntactic semigroup of a finite biprefix code.

An equivalent formulation of Proposition 1 is the following.

Proposition 3. Let X an irreducible sofic shift and S its syntactic semigroup.
Then X has almost finite type if and only if for any idempotent e € S, the
semigroup eSe is a semigroup of partial one-to-one transformations.



Thus, when S has almost finite type, the semigroup eSe is, for any idempo-
tent e, a subsemigroup of an inverse semigroup. This implies that the semigroup
S belongs to the variety of semigroups 7' such that for each idempotent e, the
semigroup eT'e is in the variety generated by inverse semigroups. We do not
know whether this condition is sufficient to guarantee that X has almost finite

type.
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