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HOGgles: Visualizing Object Detection Features
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QOral presentation at ICCV 2013

We introduce algorithms to visualize feature spaces used by object detectors. R ——————
The tools in this paper allow a human to put on "HOG goggles" and perceive
the visual world as a HOG based object detector sees it.

Check out this page for a few of our experiments, and read our paper for full
details. Code is available to make your own visualizations.

Quick Jump:

Code

Qverview

Why did my detector fail?
Visualizing Top Detections
What does HOG see?
Eye Glass Download Paper

Visualizing Learned Models
Recovering Color Read about it in the MIT news!
Videos Download slides or watch

HOGaqgles
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What information does HOG have?

Image
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What information does HOG have?
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What information does HOG have!

Image
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What information does HOG have!
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What information is lost’
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Car Detection HOG Features Our Visualization



Person chair, anccar
Can you guesshich arefalsealarms?

High scoring detections from the deformable parts mo@@PM) foiperson, chair, andar.
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ALL ARE FALSE ALARGGiisequentlyeven with a better learninglgorithm
or more data, these false alarms will likely persisotimer words the
features are to blame.



Inverting HOG descriptor

Let z € RY be an image
y = ¢(x) be the corresponding HOG feature descriptor.

o Hy) = ?

HOG is highly sensitive to noise and the equation has frequent local nhinima

The paper presents 4 algorithms to invert HOG
- 3 base lines

-Paired dictionary learning




Paired dictionaryearning

first K eigenvectors of ¥y y € RP*P

Let z € RY be an image and y € R be its HOG descriptor. /

Suppose we write 2 and ¥ in terms of bases U € RP*K
and V' € R¥E respectively, but with shared coefficients

o € RE.

r=Ua and y=Va«a (5)

Paired dictionaries require finding appropriate baseandV
such thatabove equation holdd/\e solve a paired
dictionary learning problem, inspired by recent super resolution

sparsecodingwork.

N
argmin Z (|| — Uco;||3 + ||p(z5) — V"-HH%)
e 7)
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Paired dictionaryearning

The key observation is that inversion can be obtained by
first projecting the HOG features y onto the HOG basis V',
then projecting «v into the natural image basis U

oot (y) =Ua’
where a* = argmin [[Va — g3 st lafly <A ©
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Paired dictionaryearning

Figure 7: Some pairs of dictionaries for U and V. The left
of every pair 1s the gray scale dictionary element and the
right 1s the positive components elements in the HOG dic-
tionary. Notice the correlation between dictionaries.
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What object detectors see?



