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AutoML: an intro
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Hard-coding

Machine Learning

AutoML

Past

Present

Future



fθ
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"dog"

"cat"

X Y

↦

↦

Hard-coded algorithm: 
"if..else" rules, HOG, SIFT, etc

Hard-coding

hand-crafted by engineers
encoded by: parameters θ ∈ Θ

f



Aλ
fθ{Xi, Yi}
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X Y

Machine Learning algorithm: 
Decision Tree, CNN, SVM, etc

Machine Learning

D
A

"dog"

"cat"
...

{ }Dogs vs Cats 
dataset

=

↦CIFAR-10 dataset another trained CNN

↦Iris dataset trained SVM (for another A)

hand-crafted by ML experts

encoded by: hyperparameters λ ∈ Λ

↦
trained CNN

(for another A)

=
(or pθ(y |x))

P( fθ)
Dvalid

performance 
(e.g. accuracy)

⟹



The typical process…

Data 
Preprocessing

Feature 
selection

Classification 
method

Training 
model

Model 
evaluation ( ; )ff θx

( ; )gg θx
( ; )hh θx

( ; )ff θx ( )l x

ERROR [              ]  ?

( ; )
zf

f θx
1

( ; )ff θx
…

Instances                   

Features

Data
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Aλ
fθ{Xi, Yi}
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X Y

Machine Learning algorithm: 
Decision Tree, CNN, SVM, etc

Machine Learning

D
"dog"

"cat"
...

{ }Dogs vs Cats 
dataset

=

↦CIFAR-10 dataset another trained CNN

↦Iris dataset trained SVM (for another A)

hand-crafted by ML experts

encoded by: hyperparameters λ ∈ Λ

↦
trained CNN

(for another A)

=
(or pθ(y |x))

P( fθ)
Dvalid

performance 
(e.g. accuracy)

⟹
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HPO algorithm: 
SMAC (Auto-sklearn), Neural 
Architecture Search, MCTS, etc

𝔄

"dog"

"cat"
...

{ }
no hand-crafting at all!

zero hyperparameters

↦ untrained  
CNN

AutoML 
(Hyperparameter Optimization)

{Xi, Yi} Aλ fθ

↦ trained  
CNN

can be learned too meta-learning⟹

Dtrain PDvalid⟹⟹

(D = Dtrain ⨿ Dvalid)

D =



{Dj, Aλj
, Pj}
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Meta-learning algorithm: 
Auto-sklearn, SVM applied to 
meta-features, etc

𝔇 = 𝔄

↦ Learned HPO algorithm{ }Dogs vs Cats , CNNλ1
,0.67

CIFAR-10, CNNλ5
,0.80

CIFAR-10, SVMλ3
,0.55

MNIST, SVMλ4
,0.88

Iris, DTλ2
,0.78

...

𝒜

𝔇 = {Dj, Aλj
, fθj

, Pj}we can also have

AutoML 
(Meta-learning)

Aλ

can be combined with Hyperparameter Optimization

transfer learning⟹with trained fθj

P
can be considered as reward/fitness

D
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Hard-coding

Machine Learning

AutoML

Schema

X Y
f

fDtrain
A

𝔄𝔇train
𝒜

Problem

max
f

P( f; Dtest)

max
A

P( ̂f; Dtest)

where  ̂f = A(Dtrain)

max
𝒜 ∑

Dtr, Dte

∈ 𝔇test

P( ̂f; Dte)

where  ̂f = ̂A(Dtr)
with  ̂A = 𝔄̂(Dtr), 𝔄̂ = 𝒜(𝔇train)

P( f ; Dtest) =
1

|Dtest | ∑
X, Y

∈ Dtest

S( f (X ), Y ))Test score:

unknown true test labels at training time

Overview

use estimation: cross-validation, hold-out validation, etc



The AutoML problem: definition
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max
𝒜 ∑

Dtr, Dte

∈ 𝔇test

P( ̂f; Dte) where  ̂f = ̂A(Dtr) with  ̂A = 𝔄̂(Dtr), 𝔄̂ = 𝒜(𝔇train)

two layers of learninglearning to learn

supervised 
learning

reinforcement 
learning

P( ̂f; Dte) may depend on time
computational efficiency: 
should be not only correct  
but also fast

𝔇train = ∅initially we may have no prior experience 
BUT can be generated

(Dtr, Aλ1
, fθ1

, P1) , (Dtr, Aλ2
, fθ2

, P2) , (Dtr, Aλ3
, fθ3

, P3) , …
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Exercise: a toy example

neural network with one hidden layer

X Y = f(X) ∈ {0,1}

θ? λ? hard-coding approach? ML? AutoML?



AutoML: what’s exciting?
• 100% autonomous 

• Beat “no free lunch”  

• Any time 

• Any resource
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AI for everyone



AutoML: already a hot topic
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AutoML methods  
with application to Deep Learning
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max
𝒜 ∑

Dtr, Dte

∈ 𝔇test

P( ̂f; Dte) where  ̂f = ̂A(Dtr) with  ̂A = 𝔄̂(Dtr), 𝔄̂ = 𝒜(𝔇train)

We'll focus on the simplest case

Reminder:

𝔇train = ∅ (initially) and 𝔇test = {(Dtr, Dte)} (single dataset)

single fixed training dataset: Dtr

we only need to focus on Aλ, λ ∈ Λ

Hyperparameter Optimization
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Search Space

in natural language: 
"a feed-forward neural network with one 
hidden layer of p=10 neurons, using ReLU 
as activation and Adam as optimizer, with 
learning rate lr=0.001, ..."

How do we describe (encode) a learning algorithm?

formally:

Aλ, λ ∈ Λ ??
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Search Space (for DL)
Aλ, λ ∈ Λ : architecture, optimizer, regularization, etc

Automated Machine Learning - Methods, Systems, Challenges, Frank Hutter et. al, (2018) Springer. 

A = Ln ∘ Ln−1 ∘ … ∘ L0

Lin
i = Lout

i−1

chain-structured 
(feed-forward)

Lin
i = gi(Lout

i−1, …, Lout
0 )

multi-branch
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Search Space (for DL)
observation: some approaches only use some 
building blocks (sub-modules): ResNes, Inception, ...

Zoph B, Vasudevan V, Shlens J, Le QV. Learning Transferable Architectures for Scalable Image Recognition. CVPR2018

"NASNet search space" only uses two building blocks
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Hyperparameter Optimization: a reformulation
max
λ∈Λ

P( ̂f; Dtest) where  ̂f = Aλ(Dtrain)an HPO algorithm aims to solve:

use an estimation (e.g. CV):  ̂P(λ)unknown test score: P( ̂f; Dtest)

̂P : Λ → ℝ
λ ↦ s = ̂P(Aλ) = ̂P( ̂f )

where

is an estimation of the test score

so usually the problem becomes

max
λ∈Λ

̂P(λ) black-box optimization

expensive to compute

surrogate model 
(not discussed)

Remark: some approaches optimize   bi-level optimization  
(not discussed)λ and θ at the same time 
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Search Strategy
• Heuristic search 

• Grid Search 
• Random Search 

• Evolutionary Algorithms 

• Bayesian Optimization 

• Reinforcement Learning methods
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Grid Search (exhaustive search)
Λ = Λ1 × Λ2 with Λ1 = {1,2,3,4} and Λ2 = {0.001,0.001,0.1,1}

# neurons in hidden layer learning rate

try every possible combination in 

Λ = Λ1 × Λ2

evaluate it and return argmax in 
the end

curse of dimensionality!
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Random Search
Λ = Λ1 × Λ2 with Λ1 = {1,2,3,4} and Λ2 = {0.001,0.001,0.1,1}

# neurons in hidden layer learning rate

Randomly sample certain number 
of combinations in 

Λ = Λ1 × Λ2

evaluate it and return argmax in 
the end
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Grid Search and Random Search

Bergstra J, Bengio Y. Random Search for Hyper-Parameter Optimization. JMLR. 2012

two model-free black-box optimization methods

RS tends to perform better than GS when some HP are more important than others  

Random Search provides already a strong HPO baseline (surprisingly...?)
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Evolutionary Algorithms
Population-based derivative-free optimization methods

similar to: genetic algorithms, evolutionary 
strategies, particle swarm optimization

Optimize w.r.t a population (a 
set of points) or a distribution 
instead of one single point 

Often encode an individual by 
"chromosome" 

Explore new points by mutation 
or crossover 

Select individuals by fitness 

Just some vocabulary...but the 
idea is simple 

Easy to parallelize
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Evolutionary Algorithm: an example
Real E, Moore S, Selle A, et al. Large-Scale Evolution of Image Classifiers. ICML2017

1000 individuals 

fitness: accuracy on validation dataset 

pair-wise competition  
(select two individuals and kill the weaker one) 

the winner gets to reproduce and 
mutate 

massively-parallel 
(due to huge computation cost) 

chromosome (DNA): tensor graph 

begins from single layer individuals

possible mutations:

• ALTER-LEARNING-RATE 
• IDENTITY  
• RESET-WEIGHTS 
• INSERT-CONVOLUTION 
• REMOVE-CONVOLUTION.  
• ALTER-STRIDE 
• ALTER-NUMBER-OF-CHANNELS  
• FILTER-SIZE 
• INSERT-ONE-TO-ONE 
• ADD-SKIP 
• REMOVE-SKIP 
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Evolutionary Algorithm: an example

Real E, Moore S, Selle A, et al. Large-Scale Evolution of Image Classifiers. ICML2017
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Bayesian Optimization

Automated Machine Learning - Methods, Systems, Challenges, Frank Hutter et. al, (2018) Springer. 

 with  ̂P : Λ → ℝmax
λ∈Λ

̂P(λ)
λ ↦ s

we choose next point to evaluate 
by maximizing an acquisition 
function (active learning-like)

Original idea:
λ and s = ̂P(λ) follow prior
 distributions p(λ), p(s |λ)

update p(λ) and p(s |λ) (or p(s, λ))
we gain more information and 

repeat until convergence
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Bayesian Optimization (cont'd)

Automated Machine Learning - Methods, Systems, Challenges, Frank Hutter et. al, (2018) Springer. 

 with  ̂P : Λ → ℝmax
λ∈Λ

̂P(λ)
λ ↦ s

aEI(λ |Dn) = 𝔼[max( ̂P(λ) − smax,0)]

usual acquisition function: 
Expected Improvement (EI)

usual prior model: 
Gaussian Process (GP)

but state-of-the-art tends to 
use tree-based classifier such 
as Random Forest to model

(thus not so Bayesian anymore...), 
see Auto-sklearn

̂P(λ) (or p(s |λ) )
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Bayesian Optimization: an example
Bergstra JS, Bardenet R, Bengio Y, Kégl B. Algorithms for Hyper-Parameter Optimization. NIPS2011

Tree Parzen Estimator (TPE) -> Hyperopt

model p(λ |s < α) and p(λ |s > α) instead of p(s |λ)

use notation f : x ↦ y instead of  ̂P : λ ↦ s
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Reinforcement Learning

Sutton, Richard S., and Andrew G. Barto. Reinforcement learning: An introduction. MIT press, 2018.

State space: S
Action space: A

Transition model: 𝒫a
ss′� = p(s′�|s, a) : S × A × S → [0,1]

Reward: ℛa
ss′� : S × A × S → ℝ

A reminder:

Goal: π(s, a) = p(a |s) : S × A → [0,1]
that maximizes the (discounted) expected return

𝔼π [
T

∑
t=1

γtrr]
with T ∈ [0, + ∞], γ ∈ [0,1] and s0, a0, r1, s1, a1, r2, s2, a2, . . .  the agent's trajectory

Learn a policy:
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Reinforcement Learning: an example
Zoph B, Le QV. Neural Architecture Search with Reinforcement Learning. ICLR 2017

Objective:

REINCFORCE rule:

an estimation:



 34

Summary

Method Type How to take next 
action Update/Learn

Grid Search model-free loop over all choices 
(Cartesian product) take max

Random Search model-free totally random take max

Bayesian 
Optimization sequential-based maximizes acquisition 

function
update surrogate 
model

Evolutionary 
Algorithms population-based each individual 

randomly mutates
eliminate the weakest 
(with least fitness)

Reinforcement 
Learning

mixed/can be 
very general

according to learned 
policy policy gradient method

There is learning in EVERY method

How do we do benchmarking and fairly evaluate these methods?

AutoDL challenge!!!

Is there exploration-exploitation trade-off in each method?
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Other AutoML methods than black-box optimization

Transfer Learning 

Meta-learning 

Ensemble methods  
(competition winners) 

embedded methods*: bi-level optimization methods 
(related to transfer learning) 

filter methods*: narrowing down the model space, 
without training the learning machine 
(related to meta-learning)

* Guyon I, Bennett K, Cawley G, et al. Design of the 2015 ChaLearn AutoML challenge. IJCNN  2015



AutoML challenges
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?



Overview of AutoML challenges
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Year Prize/teams Winner

AutoML1 2015-2016 
(1.5 year)

$30,000 
600+ teams AAD_Freiburg

AutoML2 2017-2018 
(4 months)

$10,000 
250+ teams

AAD_Freiburg

AutoML3 2018 
(2.5 months)

$15,000 
200+ teams

autodidact.ai

AutoDL Coming soon!



AutoML1 - 5 rounds

1. NOVICE: Binary classification.  
2. INTERMEDIATE: Multiclass classification.  

3. ADVANCED: Multiclass and multilabel. 

4. EXPERT: Classification and regression. 
5. MASTER: All of the above.

o AutoML 
o Tweakathon

2 steps per round:
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AutoML1 - Data: 30 large datasets

http://automl.chalearn.org/data 
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http://automl.chalearn.org/data


AutoML1 - Results
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fixed time / fixed resource learning 

Deep Learning was far from winning 

winner solution Auto-Sklearn:  
    meta-learning + BO + ensemble 

everybody used ensemble methods
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AutoML1 - Conclusion

AutoML2, AutoML3, …



AutoML2

 42

Similar settings to AutoML 1 but simplified



…

Training data

Test data

Code submission

predict
Evaluation

Release of 
test labels

predict
Evaluation

Release of 
test labels

predict
Evaluation

Release of 
test labels

Test batch 1

Test batch 2

Test batch N

Concept drift

AutoML3 @ NIPS2018

 43



In AutoML2, Auto-sklearn won again  
all other methods are heavily influenced by auto-sklearn 

However, in AutoML 3, the winner was gradient tree boosting  

Deep Learning methods never won in these challenge. This 

may be due to data type: feature-based  
-> AutoDL challenge

 44

AutoML2 / AutoML3 - Winners
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Towards fully automated deep learning…

AutoDL challenge

Human intuition

AutoDL



AutoDL process
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AutoDL process (continued)

labels_pred_1

labels_pred_2

labels_pred_3

alternate 
training & predicting

score_1

score_2

score_3

learning curve 
(real-time feedback)

ALC metric* 
as score

……

*ALC: Area under Learning Curve



AutoDL challenge
• Similar settings but with: 

• bigger, raw datasets 
• 3D tensor representation 
• any-time setting
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• support from Google  
• multi-label tasks 
• ALC metric



AutoDL challenge
• New features*: 

• Google Cloud  

• parallel tasks 

• real-time 
learning curve 

• task canceling 

• new UI 

• …
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*on CodaLab platform



AutoDL challenge

Coming soon!!

 50



Conclusion
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Take-home messages
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Exploration-exploitation trade-off: keep it in mind!

Ensemble methods usually win

Join the AutoDL challenge!



Open problems
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Theoretical possibility of AutoML
Can we beat "No Free Lunch"? Why? How?

Computational considerations
Statistical vs Computational trade-off: what's the limit?

Theoretical guarantee of ensemble methods
Rigorous mathematical proof of the effectiveness of ensemble methods
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Thank you! 
Questions?

• as participant: 
• of AutoDL  

• as organizer of AutoDL: 
• contribute data 
• prepare starting kit

Join us: automl@chalearn.org

mailto:automl@chalearn.org

