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ABSTRACT
Many-objective (four or more objectives) optimization problems pose a great challenge to the classical Pareto-dominance based multi-objective evolutionary algorithms (MOEAs), such as NSGA-II and SPEA2. This is mainly due to the fact that the selection pressure based on Pareto-dominance degrades severely with the number of objectives increasing. Very recently, a reference-point based NSGA-II, referred as NSGA-III, is suggested to deal with many-objective problems, where the maintenance of diversity among population members is aided by supplying and adaptively updating a number of well-spread reference points. However, NSGA-III still relies on Pareto-dominance to push the population towards Pareto front (PF), leaving room for the improvement of its convergence ability. In this paper, an improved NSGA-III procedure, called \( \theta \)-NSGA-III, is proposed, aiming to better tradeoff the convergence and diversity in many-objective optimization. In \( \theta \)-NSGA-III, the non-dominated sorting scheme based on the proposed \( \theta \)-dominance is employed to rank solutions in the environmental selection phase, which ensures both convergence and diversity. Computational experiments have shown that \( \theta \)-NSGA-III is significantly better than the original NSGA-III and MOEA/D on most instances no matter in convergence and overall performance.
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1. INTRODUCTION
Recently, many-objective optimization, typically referring to the optimization of problems having four or more objectives, has attracted increasing attention in evolutionary multi-objective optimization (EMO) community. The boom of the research on evolutionary many-objective optimization is mainly inspired from two aspects. On the one hand, the optimization problems involving a high number of objectives indeed appear widely in many real-world applications, e.g., control system design [17], industrial scheduling [27], software engineering [26]. Hence, the practitioners are in need of effective optimizer to solve these problems at hand. On the other hand, the popular Pareto-dominance based multi-objective evolutionary algorithms (MOEAs), such as NSGA-II [9] and SPEA2 [31], have encountered great difficulties in many-objective optimization, although they have shown excellent performance on problems with two or three objectives. The primary reason is that almost all the solutions in each population become non-dominated with the number of objectives increasing, which would lead to the severe loss of Pareto-based selection pressure towards the Pareto front (PF).

To overcome the drawback of Pareto-dominance based MOEAs, some efforts have been made in the literature. In summary, the developing techniques can be roughly classified into the following two types:

1) Adoption of new preference relations: Since the Pareto-dominance relation scales poorly in many-objective optimization, it is natural to use other preference relations, including modified Pareto-dominance and different ranking schemes, so as to produce fine selection pressure towards PF. Up to now, many alternative preference relations have been proposed, such as favour relation [13], \( \epsilon \)-dominance [22], fuzzy Pareto-dominance [15] and so on [21, 12, 25].

2) Adoption of new diversity promotion mechanisms: In many-objective optimization, Pareto-dominance could not provide sufficient selection pressure to make progress in a given population, so the diversity criterion begins to play a key role in such cases. However, the existing diversity-preservation criteria, such as crowding distance [9], are not suitable for many-objective problems [19, 20]. Thus, a new mechanism promoting the diversity is needed. In the work [1], two mechanisms for managing diversity were proposed to investigate their impact on overall convergence in many-objective optimization. The recently proposed NSGA-III [8] replaced the crowding distance operator in NSGA-II with a clustering operator which is aided by a set of well-distributed reference points.
It is worthy noting that, unlike Pareto-dominance based MOEAs, another two class of approaches, decomposition-based and indicator-based approaches, have been found very promising in many-objective optimization. The former decomposes a problem with multiple objectives into a set of single-objective subproblems through scalarizing functions, and then solves these subproblems simultaneously by evolving a population of solutions. MOEA/D [29, 23] is the most typical implementation of this class. The indicator-based approach employs a single performance indicator, such as hypervolume [30, 3], to optimize a desired property of evolutionary population. Regardless the exact calculation of hypervolume [30, 3], to optimize a desired property of evolutionary population, the fast algorithm [2] that uses Monte Carlo simulation to approximate the exact hypervolume values has been developed.

This paper proposes an improved NSGA-III procedure, called $\theta$-NSGA-III, for evolutionary many-objective optimization. $\theta$-NSGA-III inherits the characteristic ideas in the original NSGA-III, including the adaptive normalization and diversity-preservation aided by well-spread reference points. However, quite different from NSGA-III, a new preference relation, referred as $\theta$-dominance, is used instead of Pareto-dominance in the proposed $\theta$-NSGA-III. Our motivation is based on the following consideration. NSGA-III emphasizes population members which are Pareto non-dominated yet close to the reference line of each reference point. Nevertheless, when the number of objectives is high, Pareto-dominance lacks enough selection pressure to pull the population towards PF, so NSGA-III indeed emphasizes diversity more than convergence in such cases. We want to improve the convergence of NSGA-III for many-objective problems but without much deterioration of its good diversity maintenance ability. The proposed $\theta$-dominance could well serve this goal. In the $\theta$-dominance, the solutions are allocated into different clusters represented by well-distributed reference points. Only the solutions within the same cluster have the competitive relationship, where a fitness function similar to penalty-based boundary intersection (PBI) function [29] is defined. When conducting the environmental selection, the non-dominated sorting scheme [16] based on $\theta$-dominance not only prefers solutions with better fitness values in each cluster, but also ensures that the solutions distribute as evenly as possible between these clusters. In the experimental studies, the impact of the parameter $\theta$ on the performance of $\theta$-NSGA-III is first investigated. Further, $\theta$-NSGA-III is compared with NSGA-III and MOEA/D on well-known test problems, the results indicate that $\theta$-NSGA-III significantly outperforms the other two algorithms in most cases.

The remainder of this paper is organized as follows. Section 2 presents the background knowledge of this paper. The proposed $\theta$-NSGA-III is described in detail in Section 3. Experimental studies on well known test problems are carried out in Section 4. Finally, our conclusions are drawn in Section 5.

2. BACKGROUND

In this section, some basic definitions in multi-objective optimization are first given. Then, we will briefly introduce the original NSGA-III.

2.1 Basic Definitions

The multi-objective optimization problem (MOP) can be mathematically defined as follows:

$$\min f(x) = (f_1(x), f_2(x), \ldots, f_m(x))^T$$
subject to $x \in \Omega \subseteq \mathbb{R}^n$ (1)

where $x = (x_1, x_2, \ldots, x_n)^T$ is a $n$-dimensional decision variable vector from the decision space $\Omega$; $f: \Omega \rightarrow \Theta \subseteq \mathbb{R}^m$ consists of a $m$ objective functions, and is a mapping from $n$-dimensional decision space $\Omega$ to $m$-dimensional objective space $\Theta$.

**Definition 1.** Given two decision vectors $x, y \in \Omega$, $x$ is said to Pareto dominate $y$, denoted by $x \prec y$, if $f_i(x) \leq f_i(y)$, for every $i \in \{1, 2, \ldots, m\}$, and $f_j(x) < f_j(y)$, for at least one index $j \in \{1, 2, \ldots, m\}$.

**Definition 2.** A decision vector $x^* \in \Omega$ is Pareto optimal if there is no $x \in \Omega$ such that $x \prec x^*$.

**Definition 3.** The Pareto set, $PS$, is defined as:

$$PS = \{x \in \Omega | x \text{ is Pareto optimal}\}$$ (2)

**Definition 4.** The Pareto front, $PF$, is defined as:

$$PF = \{f(x) \in \mathbb{R}^m | x \in PS\}$$ (3)

**Definition 5.** The ideal point $z^*$ is a vector $z^* = (z_{1}^*, z_{2}^*, \ldots, z_{m}^*)^T$, where $z_{i}^*$ is the infimum of $f_i$ for every $i \in \{1, 2, \ldots, m\}$.

The goal of MOEAs is to move the non-dominated objective vectors towards PF (convergence), and also generate a good distribution of these vectors over the PF (diversity).

2.2 Original NSGA-III

The basic framework of NSGA-III remains similar to the established NSGA-II [9] with significant changes in its selection mechanism. The main procedure of NSGA-III can be briefly described below.

NSGA-III starts with the definition of a set of reference points. Then an initial population with $N$ members is randomly generated, where $N$ is the population size. The next steps are iterated until the termination criterion is satisfied. At the $t$-th generation, the current parent population $P_t$ is used to produce an offspring population $Q_t$ by using randomly selection, simulated binary crossover (SBX) operator and polynomial mutation [7]. The size of $P_t$ and $Q_t$ are both $N$. Thereafter, the two populations $P_t$ and $Q_t$ are merged together to form a new population $R_t = P_t \cup Q_t$ (of size 2$N$). To choose the best $N$ members from $R_t$ for the next generation, the non-dominated sorting based on usual domination principle [4] is first used, which classifies $R_t$ into different non-domination levels ($F_1, F_2$, and so on). Then, a new population $S_t$ is constructed by filling members of different non-domination levels one at a time, starting from $F_1$, until the size of $S_t$ equals to $N$ or for the first time becomes greater than $N$. Let us suppose that the last level included is the $l$-th level. Hence, the solutions from the level $l + 1$ onwards are simply rejected. Members in $S_t \setminus F_l$ are already chosen for $P_{t+1}$, and the remaining population slots are chosen from $F_l$ such that a desired diversity is maintained in the population. In the original NSGA-II, the solutions in
counts are updated, the above niche operation is repeated. To achieve this, objective values and supplied reference points are first normalized so that they have an identical range. After normalization, the ideal point of the set $S_t$ is the zero vector. Thereafter, the perpendicular distance between a member in $S_t$ and each of the reference lines (joining the ideal point with a reference point) is calculated. Each member in $S_t$ is then associated with a reference point having the minimum perpendicular distance. Next, the niche count $\rho_j$ for the $j$-th reference point, defined as the number of members in $S_t \setminus F_t$ that are associated with the $j$-th reference point, can be obtained based on the above process. Further, a niche-preservation operation is executed to select members from $F_t$, and it works as follows. First, the reference point set $J_{\min} = \{j : \arg\min, \rho_j\}$ having the minimum $\rho_j$ value is identified. In case of $|J_{\min}| \geq 1$, one $j \in J_{\min}$ is randomly chosen. If $\rho_j = 0$, we choose the one having the shortest perpendicular distance to the $j$-th reference line among members associated with the $j$-th reference point in $F_t$, and add it to $P_{t+1}$. The count of $\rho_j$ is then increased by one. In the event $\rho_j \geq 1$, a randomly chosen member from front $F_t$ that is associated with the $j$-th reference point is added to $P_{t+1}$, and the count of $\rho_j$ also needs increasing by one. In both of the two cases, once there exists no such member to be selected, the $j$-th reference point is excluded from further consideration for the current generation. After niche counts are updated, the above niche operation is repeated for a total of $K = N - |S_t \setminus F_t|$ times to fill the remaining population slots of $P_{t+1}$. For more details of NSGA-III, please refer to [8].

3. PROPOSED ALGORITHM

3.1 Overview

The framework of the proposed $\theta$-NSGA-III can be described in Algorithm 1. First, a set of $K$ reference points is generated, which is denoted as $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_K\}$. For an $m$-objective problem, $\lambda_j (j \in \{1, 2, \ldots, K\})$ is an $m$-dimensional vector represented by $\lambda_{j,k} = (\lambda_{j,1}, \lambda_{j,2}, \ldots, \lambda_{j,m})^T$, where $\lambda_{j,k} \geq 0, k = 1, 2, \ldots, m$ and $\sum_{k=1}^{m} \lambda_{j,k} = 1$. Next, the initial population with $N$ members is randomly produced. For the ideal point $z^*$, it is often very time-consuming to compute exact $z^*$, so it is indeed estimated by the minimum value found so far for objective $f_i$, and is updated during the search. Steps 5-21 are iterated until the termination criterion is satisfied. In Step 6, the offspring population $Q_t$ is produced by using the same genetic operators with those in NSGA-III. And like wise, $Q_t$ is combined with the current population $P_t$, and form a new population $R_t$. Thereafter, $R_t$ is normalized using the ideal point $z^*$. After normalization, the clustering operator is used to split the members in $R_t$ into a set of $K$ clusters $C = \{C_1, C_2, \ldots, C_K\}$, where the cluster $C_j$ is represented by the reference point $\lambda_j$. Then, the non-dominated sorting based on $\theta$-dominance (not Pareto-dominance) is employed to classify $R_t$ into different $\theta$-non-domination levels ($F_1, F_2$, and so on) $\theta$-dominance, which is the key concept in $\theta$-NSGA-III, would be introduced later. Once $\theta$-non-dominated-sorting has been finished, the remaining steps fill the population slots in $P_{t+1}$ using one level at a time, starting from $F_1$. Unlike both NSGA-II and NSGA-III, we just randomly select solutions in the last accepted level $F_1$ in $\theta$-NSGA-III, because $\theta$-dominance has stressed both convergence and diversity. Surely, some strategies to enhance the diversity could also be used as well in Step 18.

Algorithm 1 Framework of the proposed $\theta$-NSGA-III

1: $\Lambda \leftarrow \text{GenerateReferencePoints}()$
2: $P_0 \leftarrow \text{InitializePopulation}()$
3: $z^* \leftarrow \text{InitializeIdealPoint}()$
4: $t \leftarrow 0$
5: while the termination criterion is not met do
6: $Q_t \leftarrow \text{MakeOffspringPopulation}(P_t)$
7: $\text{UpdateIdealPoint}(Q_t)$
8: $R_t \leftarrow P_t \cup Q_t$
9: $\text{Normalize}(R_t, z^*)$
10: $C \leftarrow \text{Clustering}(R_t, \Lambda)$
11: $\{F_1, F_2, \ldots\} \leftarrow \theta$-Non-dominated-sort($R_t, C$)
12: $P_{t+1} \leftarrow \emptyset$
13: $i \leftarrow 1$
14: while $|P_{t+1}| + |F_i| \leq N$ do
15: $P_{t+1} \leftarrow P_{t+1} \cup F_i$
16: $i \leftarrow i + 1$
17: end while
18: $\text{RandomSort}(F_i)$
19: $P_{t+1} \leftarrow P_{t+1} \cup F_i[1 : (N - |P_{t+1}|)]$
20: $t \leftarrow t + 1$
21: end while

Although $\theta$-NSGA-III borrows several ideas of NSGA-III such as adaptive normalization and association operation, they differ a lot in some aspects. First, we adopt a simpler method that could generate any number of reference points, further resulting in an arbitrary population size. Second, the normalization and association (clustering) procedures occur in different occasions that can be seen in Algorithm 1, and the implementation details are also a little modified. Above all, we replace the original Pareto dominance used in NSGA-III with the proposed $\theta$-dominance, which could well balance the convergence and diversity in many-objective optimization. In the following subsections, the important procedures of $\theta$-NSGA-III are to be described in detail, and the motivation behind them will also be mentioned.

3.2 Reference Points Generation

In the original NSGA-III, the Das and Dennis’s systematic approach [6] is adopted to generate structured reference points. However, in this approach, the number of reference points $K$ would be controlled by a parameter $H$, where $K = C_{H-1}^{m-1}$. NSGA-III uses a population size $N$ that is set as the smallest even number greater than or equal to $K$, so $N$ indirectly depends on $H$. When the number of objectives $m$ is high, $N$ would become very large even if there exist only one intermediate reference point [8].

In the proposed $\theta$-NSGA-III, we adopt a simpler approach [18] but with more flexibility to produce $K$ uniformly distributed points, which can be depicted in Algorithm 2: where $\text{rand}(0, 1)$ is a random function returning a real number between 0 and 1 with uniform distribution.

3.3 Adaptive Normalization

In the original NSGA-III, the authors presented a normalization procedure, which is claimed to lead to more appropriate normalization values. However, the procedure is
Clustering Operator

In the proposed $\theta$-NSGA-III, the clustering operator is similar to that in NSGA-III, but it is run on different populations. In the original NSGA-III, the operator is done to $S_t$, while in $\theta$-NSGA-III, is to $R_t$. The clustering works in the normalized objective space, where the ideal point is the origin. In Figure 1, $\mathbf{f}(x) = (f_1(x), f_2(x), ..., f_n(x))^T$ is the normalized objective vector for the solution $x$, $L$ is a line passing through the origin with direction $\lambda_j$, and $\mathbf{u}$ is the projection of $\mathbf{f}(x)$ on $L$. Let $d_{j,1}(x)$ be the distance between the origin and $\mathbf{u}$, and $d_{j,2}(x)$ be the perpendicular distance between $\mathbf{f}(x)$ and $L$. They can be computed respectively as follows

\[
d_{j,1}(x) = \|\mathbf{f}(x)^T \lambda_j\|/\|\lambda_j\| \quad (4)
\]
\[
d_{j,2}(x) = \|\mathbf{f}(x) - d_{j,1}(x) \lambda_j/\|\lambda_j\|\| \quad (5)
\]

For the clustering operator, only $d_{j,2}$ will be concerned, $d_{j,1}$ will be involved later in the definition of $\theta$-dominance.

3.5 $\theta$-dominance

Let $F_j(x) = d_{j,1}(x) + \theta d_{j,2}(x), j \in \{1, 2, ..., K\}$, where $\theta$ is a predefined penalty parameter. The form of $F_j(x)$ is the same with that of PBI function [29]. But here, the distances $d_{j,1}$ and $d_{j,2}$ are both computed in the normalized objective space. It is clear that $d_{j,2}(x) = 0$ ensures that $\mathbf{f}(x)$ is always in $L$ resulting in perfect diversity, while smaller $d_{j,1}$ value means better convergence. With the definition of $F_j$, several concepts related with $\theta$-dominance can be defined as follows

DEFINITION 6. Given two solutions $x, y \in \Omega$, $x$ is said to $\theta$-dominate $y$, denoted by $x \prec_{\theta} y$, if $x \in C_j, y \notin C_j$, and $F_j(x) < F_j(y)$, where $j \in \{1, 2, ..., K\}$.

DEFINITION 7. A solution $x^* \in \Omega$ is $\theta$-optimal if there is no other solution $x \in \Omega$ such that $x \prec_{\theta} x^*$.

DEFINITION 8. All feasible solutions that are $\theta$-optimal form the $\theta$-optimal set ($\theta$-OS), and the corresponding mappings of $\theta$-OS in the objective space $\Theta$ is called $\theta$-optimal front ($\theta$-OF).

Based on the definition of $\theta$-dominance, we have the following two properties, which respectively illustrate that the relation $\prec_{\theta}$ is asymmetric and transitive.
Property 1. If two solutions $x, y \in \Omega$ satisfy $x <_\theta y$, then $y \not<_\theta x$.

Proof. Suppose $y <_\theta x$, then $\exists j \in \{1, 2, \ldots, K\}, y \in C_j$, $x \in C_j$, and $F_j(y) < F_j(x)$. However, according to $x <_\theta y$, $F_j(x) < F_j(y)$. So, the supposition is invalid, and the proposition is true.

Property 2. If three solutions $x, y, z \in \Omega$ satisfy $x <_\theta y$ and $y <_\theta z$, then $x <_\theta z$.

Proof. By $x <_\theta y$, we have that $\exists j \in \{1, 2, \ldots, K\}, x \in C_j$, $y \in C_j$, and $F_j(x) < F_j(y)$. And according to $y <_\theta z$, then $z \in C_j$, $F_j(y) < F_j(z)$. Overall, $x \in C_j$, $z \in C_j$, and $F_j(x) < F_j(z)$. Thus, $x <_\theta z$.

Due to Property 1 and 2, the fast non-dominated sorting approach [9] can be directly used in the population of the algorithm, while IGD could measure both convergence and diversity levels.

4. EXPERIMENTAL STUDIES

4.1 Experimental Setup

The proposed $\theta$-NSGA-III is implemented in the JMetal framework [14]. The well-known DTLZ1-4 problems [10] are used as test functions, where the number of objectives is varied by us between 4 to 20. In Figure 2, the PFS of DTLZ1 and DTLZ2 for three objectives are shown. The PFSs of DTLZ3 and DTLZ4 are the same with DTLZ2, which only differ in the mapping from the decision space to the objective space. In order to evaluate the performance of the concerned algorithms, the generational distance (GD) [28] and inverted generational distance (IGD) [5] were used as performance metrics in our experiments, which can be explained as the following. Let $P^*$ be a set of uniformly distributed points along the PF. Let $A$ be an approximation to the PF. The metrics GD and IGD of the set $A$ are respectively defined as:

$$GD(A, P^*) = \frac{1}{|A|} \sum_{i=1}^{|A|} d_i^2$$

$$IGD(A, P^*) = \frac{1}{|P^*|} \sum_{i=1}^{|P^*|} \frac{d_i}{\bar{d}}$$

where $d_i$ ($\bar{d}$) is the Euclidean distance between the $i$-th member in the set $A$ ($P^*$) and its nearest member in the set $P^*$ ($A$). GD can only reflect the convergence of an algorithm, while IGD could measure both convergence and diversity in a sense. For both of two metrics, smaller value means better quality.

To verify the effectiveness of proposed $\theta$-NSGA-III, we compare its performance to the original NSGA-III [8] and MOEA/D [22]. In both NSGA-III and MOEA/D, the population size $N$ is controlled by a parameter $H (N = C_{m-1}^{m-1})$, while in $\theta$-NSGA-III, the population size can be arbitrary. But for ensuring a fair comparison, we adopt the uniform population size and the maximum number of fitness evaluations in all the three considered algorithms, which are listed in Table 1.

The other parameters of $\theta$-NSGA-III are shown in Table 2. Here, we haven’t decided the parameter $\theta$, which would be further investigated in Section 4.2. As for NSGA-III and MOEA/D, their other parameters are just set according to the original papers. Each algorithm is run 30 times independently for each case, and average results are recoded.

Table 1: The population size and the maximum number of fitness evaluations.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$H$</th>
<th>Fitness Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9</td>
<td>100,100</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>99,960</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>100,044</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>99,990</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>100,100</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>100,100</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>100,240</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>100,308</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>100,320</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>100,960</td>
</tr>
</tbody>
</table>

Table 2: The other parameters of $\theta$-NSGA-III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of reference points ($K$)</td>
<td>$N$</td>
</tr>
<tr>
<td>Crossover probability ($p_c$)</td>
<td>0.9</td>
</tr>
<tr>
<td>Mutation probability ($p_m$)</td>
<td>$1/n$</td>
</tr>
<tr>
<td>Distribution index for crossover ($\eta_c$)</td>
<td>30</td>
</tr>
<tr>
<td>Distribution index for mutation ($\eta_m$)</td>
<td>20</td>
</tr>
</tbody>
</table>

4.2 Influence of Parameter $\theta$

Compared to the original NSGA-III, $\theta$-NSGA-III has an additional parameter $\theta$. In this subsection, we will examine the influence of $\theta$ on the performance of $\theta$-NSGA-III. IGD metric is used here, since it can reflect overall performance including both convergence and diversity. We consider the situation $m \in \{4, 8, 12, 16\}$ and $0 \leq \theta \leq 20$. Figure 3 shows that how the performance of $\theta$-NSGA-III varies over the change of $\theta$.

From Figure 3, it can be seen that, for DTLZ1, the IGD value presents slight fluctuations except for the 12-objective instance, where the IGD change seems more stabilizable roughly between $\theta = 2$ and $\theta = 7$. For both DTLZ2 and DTLZ4, the variation trend of IGD is similar. That is, $\theta = 0$ would result in a relative poor performance, and when $\theta > 0$, IGD value is maintained nearly at the same level all through. As for DTLZ3, the IGD for 12-objective and 16-objective instances decreases smoothly at the beginning (approximately from $\theta = 0$ to $\theta = 5$), then the value become stable; the IGD for 4-objective instance has almost no variation all the while; the IGD for 8-objective instance is the worst when $\theta = 0$, but for ensuring a fair comparison, we adopt the uniform population size and the maximum number of fitness evaluations in all the three considered algorithms, which are listed in Table 1.
and stays almost unchanged at the remaining $\theta$ values. To sum up, $\theta = 0$ is not recommended in our $\theta$-NSGA-III since it nearly always leads to the worst IGD result, and the performance of $\theta$-NSGA-III is robust over a wide range of $\theta$ values which is beneficial to the practical use of $\theta$-NSGA-III. In the following experiments, $\theta$ is just set to be 5.

### 4.3 Comparison Results

In this subsection, we will present the comparison results between the proposed $\theta$-NSGA-III, the original NSGA-III and MOEA/D. Table 3 provides the average GD and IGD of each compared algorithm for DTLZ1-4 problems having 4 to 20 objectives. In order to draw statistically sound conclusions, the Wilcoxon signed-rank test [11] at a 5% significance level is further carried out on the three average GD or IGD results obtained by three algorithms respectively for each instance, and the one that is significantly better than the other two is marked in bold face.

From Table 3, regarding GD metric, $\theta$-NSGA-III performs significantly better than NSGA-III and MOEA/D on 9 out of 10 DTLZ1 instances except for the 4-objective instance, where NSGA-III has the smallest GD value but there exists no statistical significance. For DTLZ2 and DTLZ4 problems, $\theta$-NSGA-III exhibits obvious superiority since it is always significantly better than NSGA-III and MOEA/D on all the concerned instances. As for DTLZ3, $\theta$-NSGA-III significantly outperforms NSGA-III and MOEA/D on 6 out of 10 instances; NSGA-III performs best significantly only on 4-objective and 5-objective instances; on the remaining two instances, $\theta$-NSGA-III still obtains the best GD values although the results are without significance. Since GD metric purely measures the convergence of an algorithm, it can be safely concluded that $\theta$-NSGA-III generally shows the best convergence ability for many-objective problems among all the three algorithms. Specially, the fact $\theta$-NSGA-III outperforms NSGA-III on GD metric illustrates that the proposed $\theta$-dominance indeed improves the convergence of original NSGA-III in replace of the Pareto-dominance, which partly confirms the motivation for this study.

When it comes to IGD metric, $\theta$-NSGA-III is significant better than NSGA-III and MOEA/D in most instances, including 7 DTLZ1 instances, 9 DTLZ2 instances, 8 DTLZ3 instances, and 9 DTLZ4 instances. $\theta$-NSGA-III is significantly outperformed by NSGA-III on 4-objective instances and the 5-objective DTLZ1 instance, but the gap between them seems not so clear, and $\theta$-NSGA-III still performs better than MOEA/D on these instances. Because IGD metric combines the information of convergence and diversity into a whole, the results indicate that $\theta$-NSGA-III has the best overall performance and is very promising in
5. CONCLUSION

In this paper, we have presented a new many-objective evolutionary algorithm, referred to as $\theta$-NSGA-III, whose selection mechanism is based on $\theta$-dominance. $\theta$-NSGA-III aims to improve the convergence ability of the original NSGA-III, so as to better balance the convergence and diversity in many-objective optimization. To achieve this goal, a new preference relation, $\theta$-dominance, is introduced into the proposed algorithm, which emphasizes both convergence and diversity. Through the experiments, the performance of $\theta$-NSGA-III is found to be insensitive to the parameter $\theta$, which could perform well over a wide range of $\theta$ values. We validate the effectiveness of $\theta$-NSGA-III using well-known test problems having 4 to 20 objectives. The comparison results with two established algorithms (NSGA-III and MOEA/D) shows that $\theta$-NSGA-III significantly outperforms NSGA-III and MOEA/D on most instances no matter in convergence and overall performance. In the future, we will incorporate the diversity enhancement strategy into $\theta$-NSGA-III. And also, we would like to apply $\theta$-NSGA-III to more benchmark problems and real-world problems.
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