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ABSTRACT

Many optimization problems are multi-modal. In certain cases, we are interested in finding multiple locally optimal solutions rather than just a single optimum as is computed by traditional genetic algorithms (GAs). Several niching techniques have been developed that seek to find multiple such local optima. These techniques, which include sharing and crowding, are clearly powerful and useful. But they do not explicitly let the user control the number of local optima being computed, which we believe to be an important capability.

In this paper, we develop a method that provides, as an input parameter to niching, the desired number of local optima. Our method integrates techniques from feedback control, includes a sensor based on clustering, and utilizes a scaling parameter in Generalized Crowding to control the number of niches being explored. The resulting Feedback Control GA (FCGA) is tested in several experiments and found to perform well compared to previous approaches. Overall, the integration of feedback control and Generalized Crowding is shown to effectively guide the search for multiple local optima in a more controlled fashion. We believe this novel capability has the potential to impact future applications as well as other evolutionary algorithms.

1. INTRODUCTION

Multi-modal problems have multiple local optima in their solution landscape. In many cases it is desirable to obtain multiple distinct and locally optimal solutions to such problems. One reason for such a requirement is that some of the local optima may be surrounded by a steep fitness landscape, while other local optima may not be. The latter case might be preferred if a more stable solution is needed. Obtaining multiple solutions is also useful in situations where there is considerable uncertainty about the fitness function or important problem aspects are not fully captured in it.

Different niching techniques including sharing and crowding have been developed to converge to multiple solutions [1, 2, 3, 4, 5]. Based on Deterministic [1] and Probabilistic Crowding [6], a new Generalized Crowding method which integrates these two original ideas has been developed [5]. A so-called scaling factor is the key parameter in Generalized Crowding which allows us to simulate both Deterministic and Probabilistic Crowding. The existence of a scaling factor of course raises the question of designing schedules for varying it. Recently, several schedules have been investigated including a constant schedule; an exponentially-decaying schedule; a diversity-adaptive schedule based on population entropy; and a self-adaptive schedule [5, 7]. Although these approaches work well, there is no explicit control of the number of local optima, multiple distinct solutions, or niches explored or found.

More broadly, investigating the trade-off between exploration and exploitation is one of the central themes of evolutionary algorithms (EAs). In particular, exploration is emphasized in niching techniques, where the goal is to improve diversity or increase the number of local optima explored. Surprisingly, to the best of our knowledge, the literature has not discussed how to directly control the number of local optima found by niching algorithms. In this paper, we investigate this problem.

Specifically, we use the desired number of distinct niches (number of local optima) to be explored as the set-point in a feedback control loop. This enables the user to directly control, using the set-point, the number of niches explored in a Feedback Computing GA (FCGA) run. A set-point represents external constraints associated with a user or a computational process using an FCGA. In other words, the set-point may not have anything to do with the number of local optima in the fitness function, as long as we make the reasonable assumption that the set-point is less than or equal to the number of local optima.
Before summarizing our approach, we highlight a few situations in which better user control of the number of local optima, through a set-point, promises to be powerful:

- It might be useful in a design process to create diverse physical prototypes of candidate solutions. Clearly, there might exist time and budget constraints for developing such prototypes (e.g., 3D printing). In this case, the FCGA set-point would be the number of distinct physical prototypes to be created.

- When software is evolved, one might require that the candidate solutions be tested extensively. While running computer programs might seem relatively inexpensive, there are always time and budget constraints given the complexity often found in software. In this case, the FCGA set-point would be the number of distinct software prototypes to be evolved.

- A computer screen may visualize candidate solutions being evolved, for example for the purpose of interactive design of shapes [8] or interactive optimization of robot controllers [9]. In this case, the user’s FCGA set-point would be the number of diverse shapes or robot controllers that can be meaningfully visualized.

In this paper, we consider applying feedback control on the scaling factor $\phi$ in Generalized Crowding to better achieve the desired number of locally optimal solutions as defined by the user. We apply simple proportional control, and analyze the impact of control parameters and also compare the resulting performance with existing scaling factor schedules.

The rest of this paper is organized as follows. In Section 2, related research on crowding, self-adaptation, and feedback computing is discussed. Section 3 presents our feedback control approach to EAs, the Feedback Control GA, and defines the components of the control loop in a GA context. In Section 4, we present experimental results for several test functions. Finally, we conclude with Section 5 and outline future research directions.

2. RELATED RESEARCH

2.1 Niching Techniques

Niching techniques in Evolutionary Algorithms (EAs) are often motivated by multi-modality in the objective function. Niching techniques include sharing [10] and crowding [11, 1, 6, 5]. Crowding, which we focus on in this paper, was introduced as a technique for preserving population diversity [11]. It is perhaps interesting to consider the mechanism of crowding using a biological perspective. Even when the whole population is derived from the same species, individuals mostly compete with each other within a niche. This results in the preservation of sub-populations in distinct niches, corresponding to local optima and their neighborhoods in the fitness function.

Technically, crowding techniques are applied in the survival stage of GAs. There are two phases in the crowding process: The Grouping Phase, used to pair up individuals according to a similarity metric, and the Replacement Phase, in which competitions are held within each pair to decide the winner [4]. In most crowding approaches the similarity metric used is genotypic distance.

The replacement rule plays an important role in crowding. Depending on how replacement is performed, several rules have been identified, including Deterministic Crowding [1] and Probabilistic Crowding [6]. Deterministic Crowding is an exploitative replacement rule since the winner of a competition is always the one with a higher fitness [1]. One shortcoming of Deterministic Crowding, however, is that it may lead to premature convergence. In Probabilistic Crowding, an individual wins a competition with a probability proportional to its fitness. This approach is more exploratory than Deterministic Crowding, but similar to Deterministic Crowding the selection pressure is not adaptive.

Subsequently, these two techniques were generalized by introducing a scaling factor $\phi$, creating Generalized Crowding [5]. In Generalized Crowding the exploration-exploitation trade-off is parametrized through $\phi$. This is similar, to some extent, to the use of temperature in simulated annealing [12, 13]. Intuitively, high temperature and high scaling factor give exploration, while low temperature and low scaling factor give exploitation. A key difference between simulated annealing and Generalized Crowding is that the latter is a population-oriented technique, while the former is not. Generalized Crowding and other EAs thus lend themselves more naturally to multi-modal optimization.

2.2 Adaptation and Self-adaptation

The idea of self-adaptation, including self-adaptive parameter control, has been extensively performed by EAs. Evolution strategies [14, 15] self-adapts the mutation step sizes throughout the search process. Mutation [16] as well as crossover rates [17] have been self-adapted. Generalized Crowding has been augmented with diversity-adaptive and self-adaptive methods [7]. In diversity-adaptive Generalized Crowding, the scaling factor $\phi$ is changed according to population diversity. In self-adaptive Generalized Crowding, $\phi$ is added to the chromosome, and undergoes crossover, mutation, and selection along with it.

2.3 Feedback Computing

Feedback control, both theory and practice, has traditionally been applied to physical systems governed by Newtonian mechanics. More recently, feedback control is starting to be applied to computing hardware and software; this is known as feedback computing [18]. Examples of feedback computing include: control of HTTP servers [19, 20], email servers [21], quality of service assurance [22], and Internet traffic control [23]. While computing systems are clearly different from traditional feedback control applications, many techniques have carried over.

3. FEEDBACK COMPUTING GA (FCGA)

Although the various crowding techniques and their corresponding replacement rules have been proven to work well with multi-modal optimization problems, one drawback is that they provide no direct user control over the number of niches (or local optima) being explored. We seek to attack this problem by adopting techniques from feedback control.

Our novel idea of integrating feedback control with evolutionary computation is illustrated in Figure 1. Crucially, the user now has direct control over a set-point $r(t)$. This set-point represents how many niches, with local and diverse optima, a user wants to find using the GA.

We call this feedback computing pattern, where the computational process is a GA operating on a population $\pi(t)$ at time $t \geq 0$, a Feedback Control GA (FCGA). Similar
to more traditional feedback control loops, there are three important components.

- **Process** $P : \phi(t) \times \pi(t-1) \to \pi(t)$. The process to be controlled is a GA, currently a Generalized Crowding GA. The (multi-modal) fitness function $f$ and the population $\pi(t)$ are also part of this computational process. The population consists of $M$ individuals $\pi(t) = (\pi_1(t), \pi_2(t),..., \pi_M(t))$.
- **Sensor** $S : \pi(t) \to l(t)$. The objective of the sensor is to measure the current process status. In our case, the number of niches (or local optima) in the current population is the statistic $l(t)$ to be sensed. This number is then sent to the controller.
- **Controller** $C : c(t) \to \phi(t)$. The controller is a mathematical function that maps the error $e(t)$ between the current number of local optima $l(t)$ and the set-point $r(t)$ to the scaling factor $\phi(t)$. The controller sends a signal to manipulate the GA process by adjusting the scaling factor $\phi(t)$. We use $r(t)$ to capture potential variation of the set-point through time $t$, however, it might be kept constant $r(t) = r$.

Now, we discuss the **Process**, the **Sensor**, and the **Controller** in more detail.

### 3.1 Process: Generalized Crowding

Various methods have been developed to avoid premature convergence in GAs and to find multiple solutions. Crowding is one such method developed by De Jong [11] and later modified by Mahfoud [1]. Crowding attempts to prevent premature convergence to a single local optimum by trying to distribute individuals across niches. Generalized Crowding introduces a scaling factor $\phi$ [5], which is the “knob” being controlled in FCGA.

The replacement rule for Generalized Crowding is expressed as follows. Assume that parent $p \in \pi(t)$ and child $c \in \pi(t)$ are paired in the grouping phase. Let $f(c)$ and $f(p)$ be the fitness of the child and the parent, respectively. We let $P_c$ be the probability that child $c$ replaces parent $p$:

$$P_c = \begin{cases} f(c) & \text{if } f(c) > f(p) \\ 0.5 & \text{if } f(c) = f(p) \\ \frac{\phi \times f(c)}{\sum f(c) + \phi f(p)} & \text{if } f(c) < f(p). \end{cases}$$

Putting $\phi = 0$ results in Deterministic Crowding, which mostly exploits the niches already found and does not usually result in the discovery of new niches. On the other hand, putting $\phi = 1$ results in Probabilistic Crowding which is biased more towards exploration and finding new niches. Using $0 < \phi < 1$ allows for a combination of such effects while $\phi > 1$ provides even more exploration than Probabilistic Crowding does.

A larger scaling factor $\phi$ leads to a greater probability of the less fit individual surviving a competition, on average. This results in more extensive exploration of less fit parts of the search space, including less-fit niches. Control over the scaling factor $\phi$ enables FCGA to dynamically vary the balance between exploration and exploitation. In FCGA, a time index $t \geq 0$ is added to $\phi$, and $\phi(t)$ is varied by FCGA’s controller.

### 3.2 Sensor: Clustering

A key component of the FCGA control loop is a reliable sensor. An unreliable sensor would make incorrect estimates of the current process status, which may mislead the controller to make poor adjustments to $\phi(t)$. The statistic that we would like to sense from the population is the number of local optima explored (niches). Hence, a natural way to arrive at such a sensor would be to employ a clustering algorithm.

Clustering solves the problem of finding clusters in a set of data points, given an assumption about the number of clusters. Specifically, the $k$-means clustering algorithm requires as input the number of clusters $k(t)$. The algorithm therefore does not directly solve our problem, namely estimating the number of sub-populations $l(t)$ in $\pi(t)$. However, there are methods to use a clustering algorithm, such as $k$-means, to estimate the number of clusters. One such method, which we use in this paper, is to find $l(t)$ through estimating the change in the $k$-means objective function (see below).

Since FCGA calls the clustering algorithm multiple times during each FCGA generation, we need clustering to be computationally efficient. This justifies our use of $k$-means clustering, which is linear in the number of data points in each iteration, as the basis for our sensor. The pseudo-code for clustering using $k$-means in the context of a GA population is presented as follows:

- **Given**: GA population $\pi(t)$ and the number of clusters $k(t)$.
- **Initialize**: Use random initialization, and then compute and store $k(t)$ centroids.
- **Iterate**: While there exists an individual $(\pi(t))$ which is not well clustered (an individual is closest to a cluster centroid to which it does not currently belong):
  
  - Reassign the mis-classified individual to its nearest cluster centroid  
  - Recalculate the centroid of each cluster
- **Output**: Population $\pi(t)$ partitioned into $k(t)$ clusters.

We now describe the algorithm used in FCGA to estimate $l(t)$ using $k$-means. $k$-means minimizes an objective function (within-cluster sum-of-squares) for a given $k$. Thus, one can specify different $k$ and measure the objective function. As we increase $k$, we would see a decrease in the objective function since we allow for greater model complexity. Now, when $k$ approaches the “correct” number of clusters,
the objective function might observe a sharp decrease for well-defined clusters. The decrease is much smaller after this point, since adding more complexity does not help as the data is well-clustered using a smaller $k$. Using Occam’s razor, the smallest $k$ after the drop in the $k$-means objective function is chosen as the estimate for $l(t)$ for the $t^{th}$ generation.\footnote{There are alternative methods for estimating the number of clusters, such as X-means [24] and G-means [25]. A detailed study of these methods versus our method of estimating $k$ through a change in the objective function is left for future research.}

3.3 Controller: Proportional Control

Inspired by the successful integration of adaptive control and feedback control with Bayesian network computation [26, 27], FCGA uses a simple Proportional-Integral-Derivative (PID) controller. The PID controller is arguably the most widely used controller in industrial applications due to its being simple and well-suited in most situations. Although it has problems in dealing with non-linear systems and obtaining optimal control strategies, its advantages often dominate. Furthermore, the process to be controlled in our study is hard to model. Thus, another reason to use a proportional controller is that it can work without an explicit model of the process.

In our FCGA method using Generalized Crowding, we explore a simplified application of PID control. The parameter that we control in Generalized Crowding is the scaling factor $\phi$, which has a direct impact on the exploration/exploitation trade-off. If we desire to increase the number of niches (local optima) found, we would desire a higher $\phi$ whereas in order to decrease the number of niches, we would decrease $\phi$. This leads us to the following control strategy:

$$\Delta \phi(t) = \begin{cases} \gamma (r(t) - l(t)) & \text{if } l(t) \neq r(t) \\ 0 & \text{if } l(t) = r(t) \end{cases}$$

for some $\gamma > 0$, which we call the control rate. Although there exist analytical methods to determine $\gamma$, their application to the case in which the process is a Generalized Crowding GA is non-trivial. Thus we have explored a range of values for $\gamma$, optimizing it empirically (see Table 2).

FCGA currently uses proportional control to adjust the scaling factor based on the difference between the current number of clusters $l(t)$ and the set-point $r(t)$:

$$\phi(t+1) = \phi(t) + \Delta \phi(t).$$

There are three cases possibly needing control:

- $l(t) < r(t)$: In this case, the current number of niches $l(t)$ is less than desired and therefore we need to explore more niches. Thus we increase the scaling factor $\phi(t)$ proportional to the error $e(t) = r(t) - l(t) > 0$, to enable more exploration and less exploitation.
- $l(t) = r(t)$: When the current number of niches equals its set-point, we keep the scaling factor constant at its current value.
- $l(t) > r(t)$: In this case, the current number of niches $l(t)$ is greater than desired and therefore we need to lose some niches. Thus we decrease the scaling factor $\phi(t)$ proportional to the error $e(t) = r(t) - l(t) < 0$, to enable less exploration and more exploitation.

### Table 1: Parameters used for FCGA experiments

<table>
<thead>
<tr>
<th>GA parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>$M \in {25, 100, 400}$</td>
</tr>
<tr>
<td>Mating</td>
<td>Random</td>
</tr>
<tr>
<td>Crossover (Uniform)</td>
<td>$P_c = 1$</td>
</tr>
<tr>
<td>Mutation (Uniform)</td>
<td>$P_m \in {0.0125, 0.025, 0.3}$</td>
</tr>
<tr>
<td>Survivor Selection</td>
<td>Generational</td>
</tr>
<tr>
<td>Scaling Parameter</td>
<td>Initially $\phi = 1$</td>
</tr>
<tr>
<td>Generations per run</td>
<td>$G = 500$</td>
</tr>
<tr>
<td>Number of runs</td>
<td>$N = 100$</td>
</tr>
<tr>
<td>Control rate</td>
<td>$\gamma \in {0.1, 1, 10, 100}$</td>
</tr>
</tbody>
</table>

3.4 Discussion

The idea of integrating feedback control and computing, or feedback computing, is not new [18]. However, we believe that feedback computing for the purpose of controlling an EA process—which is what we do in this paper—is new. We hypothesize that this amalgamation of evolutionary algorithms, feedback computing, and clustering can potentially bring substantial benefit to multi-modal optimization by means of genetic algorithms. While multi-modal optimization using genetic algorithms is well-established, it has so far lacked the capability of controlling the number of local optima being searched for by the algorithm. In hindsight, this appears to be a small but crucial limitation of previous work, since the number of local optima as well as the local optima themselves are of considerable interest to the EA user. Our introduction of a desired number of niches or local optima (a high-level parameter) as a set-point in a feedback control loop is key, and distinguishes the present work from previous efforts.

4. EXPERIMENTAL RESULTS

In this section, we present experimental results using the FCGA with Generalized Crowding. Our aim is to validate the behavior of FCGA when faced with the problem of achieving a user’s desired number of niches in the population. Before discussing experimental results, we present the experimental setting, test functions, and metrics that we use for evaluation.

4.1 Experimental Setting

For all experiments, we simulate 100 runs of all GAs. For FCGA we explore different set-points $r(t)$ to illustrate the versatility of the algorithm. For each experiment, we look at the mean number of niches present in the population as generations progress. Further, unless specified otherwise, the initial scaling factor $\phi$ for FCGA is set to 1. Table 1 showcases the GA parameters that are used in all experiments unless specified otherwise. Generally, these values are close to those used in previous studies [4, 7].

4.2 Fitness Functions

Experiments are concerned with maximizing multi-modal fitness functions. We consider $m$-dimensional real-valued\footnote{For the GA implementation used in all experiments in this paper, we use Java doubles to represent reals in $\mathbb{R}$. Doubles are 64-bit double precision floats that follow the IEEE 754 standard. This is the highest precision available in Java.} fitness functions $f : \mathbb{R}^m \rightarrow \mathbb{R}$. Normalized versions of the 1D functions we use are shown in Figure 2. Both functions
are representative of multi-modal problems. They also enable comparison as they have been used in several previous studies. Note that we add 1000 to the Schwefel function to make it positive for the range we focus on.

We also experiment with the 2D version of the Schwefel function:

\[
f(x, y) = x \sin(\sqrt{|x|}) + y \sin(\sqrt{|y|}) + 2000,
\]

where \( x, y \in [-500, 500] \).

**Figure 2:** Normalized versions of the 1D Damped Sine function \( f(x) = e^{-2(\ln 2)\left(\frac{x-0.1}{\sigma_x}\right)^2} \sin 6 \pi x \) and the Schwefel function \( f(x) = x \sin(\sqrt{|x|}) + 1000 \).

**Figure 3: A plot showing the control that we introduce in FCGA.**

**Figure 4: Mean number of niches for different algorithms on the 2-dimensional Schwefel function \( (P_m = 0.3 \text{ and } \gamma = 1) \).**

**4.3 Metrics**

It is desirable to not only find the required number of niches but also to have the most fit solutions as evaluated by the fitness function \( f \). In order to measure the overall quality of solutions, we report a statistic which is computed by dividing the mean of the sum total fitness of the best fit individuals in each desired niche (say, the top \( r(t) \) niches) over all runs by the ideal value. The ideal value for some \( r(t) \) is the total optimal fitness value attainable within the best \( r(t) \) number of niches. This statistic, which we term the **Solution Quality Coefficient (SQC)**, lies between 0 and 1, and would ideally be 1. If the complete search space is denoted by \( \Omega \), then \( \Omega = \bigcup_{i=1}^{\lambda} \omega_i \), \( \forall i = 1, \ldots, \lambda \), where \( \omega_i \) is the \( i^{th} \) partition of \( \Omega \) \( (i^{th} \) niche) such that each \( \omega_i \) contains just one local optimum of fitness \( f_i \). If \( \{\omega_i\}_{j=1, \ldots, \lambda} \) is the set of partitions of \( \Omega \) containing the top \( r(t) \) local optima as measured by the fitness function, then \( \{f_j\}_{j=1, \ldots, \lambda} \) is the set of the corresponding fitness values. Further, \( \{f_j\}_{j=1, \ldots, \lambda} \) is the set of the fitness values for the solutions found in each of \( \{\omega_i\}_{j=1, \ldots, \lambda} \). Then for set-point \( r(t) \), \( SQC = \text{mean}(\sum_{j=1}^{\lambda} f_j / \sum_{i=1}^{\lambda} f_j) \), with the mean taken over the individual SQC values of all runs. Note that this does not measure any statistic of non-desired niches and that this SQC metric changes as we change the set-point.

We use another metric to effectively measure the total deviation of the number of niches from the set-point. We term this metric \( \rho \), and define it as \( \rho = \sum_{i=1}^{N} (W(i) - r(t))^2 \), where \( W(i) \) is the number of niches present at the end of the \( i^{th} \) run out of the \( N \) runs. A low \( \rho \) signifies that the distribution of niches present in the population over multiple runs is not only sharp but is actually close to the desired ideal distribution as expressed by the set-point.

**4.4 Feedback Control for Crowding**

In this experiment, we develop a broader understanding of FCGA. We explore \( r(t) = 3 \) and \( r(t) = 5 \) for the Damped Sine function, and for the Schwefel function we set \( r(t) = 2 \) and \( r(t) = 4 \). We choose these set-points so that other algorithms do not converge to this many niches on average. This illustrates the control that we introduce in FCGA.

**Varying Control Rate:** We first vary \( \gamma \) to study its effect on the behavior of FCGA for the Damped Sine function. The left part of Table 2 shows the SQC values for feedback control on every generation. While SQC values vary along with generations, we always report the SQC value at the end of the run (for the last generation). We also report the standard deviation of the number of niches across the end of the 100 runs. A lower deviation reflects a better control through a sharper distribution of the number of niches. However, this statistic does not measure how close the distribution is to the desired \( r(t) \) which is measured by \( \rho \). Figure 3 showcases a number of scaling factor schedules affecting the number of niches as generations progress. We see that reasonable control of the actual number of niches is possible with FCGA, wherein the mean number of niches present in the population closely matches the set-point \( r(t) \).

Here we briefly examine the effect of varying \( \gamma \)-values on the convergence towards the set-point for feedback control. We choose to focus on the Damped Sine function for this study and vary the control rate \( \gamma \) through 0.1, 1, 10 and 100 for the set-points \( r(t) = 3 \) and \( r(t) = 5 \). Figure 5 shows the results for this study. Generally, the converge properties are not very different for the different \( \gamma \)-values, while \( \gamma = 0.1 \)
and $\gamma = 1$ perform the best overall as measured by the SQC in the left part of Table 2.

**Immediate versus Delayed Control:** Since GAs are inherently stochastic, once we change the scaling factor $\phi$, the effects in the population might not be immediate. In fact, it might take a few generations to reflect change, during which time an estimate $l(t)$ would not be very accurate since the population would have “not settled” in distinct clusters after the last change. In order to compensate, we explore a minimal gap of $t_{\min}$ generations between each control attempt. A control attempt is estimation of $l(t)$, using $k$-means clustering, followed by a potential change in $\phi(t)$.

We now briefly explore the effect of immediate control versus delayed control. In immediate control, control attempts are made on every generation and in delayed control, they are made more sparingly. In this study, we examine $t_{\min} = 0$ (immediate control) and $t_{\min} = 5$ (delayed control). We set $\gamma = 1$ for this experiment. Figure 6 shows the mean number of niches for the two cases. Table 2 shows results where $\gamma$ is varied. Overall, varying $\gamma$ has a bigger impact than varying $t_{\min}$, and using $\gamma = 0.1$ or $\gamma = 1$ is reasonable for both immediate and delayed control.

**4.5 Varying GA Parameters**

We now conduct a study of the effect of varying the population size $M$ and the mutation rate $P_m$ when FCGA eval-
We now experiment with different scaling factor schedules. The schedules that we compare against FCGA are the following. **Fixed Generalized Crowding** [5] uses a constant scaling factor $\phi$. For $\phi = 0$ this becomes Deterministic Crowding and for $\phi = 1$ it becomes Probabilistic Crowding. We also experiment with $\phi = 0.5$ (Mixed Crowding). **Exponentially-Decaying Scaling** decreases the scaling factor, following an exponentially decaying function [7]. **Diversity-Adaptive Scaling** is a scheme where the population entropy is computed and the scaling factor is varied accordingly [7]. **Self-Adaptive Scaling** embeds the scaling factor in each individual’s chromosome and the GA changes it adaptively in each generation [7].

We run all schedules with 100 individuals for 500 generations. Only for FCGA do we expect to see a change in the mean number of niches in response to a change in the set-point. Figure 3 shows the mean number of niches for multiple scaling factor schedules for the 1D Damped Sine function.

**4.6 Changing the Set-point Mid-run**

In addition, this experiment illustrates an FCGA user’s meaningful control over the exploitation/exploration trade-off through the set-point $r(t)$. Such control is not offered by previous niching methods when applied to multi-modal optimization. A use case for such a mid-run change is when an FCGA user wants to see a larger (and more diverse) set of candidate solutions starting at $t = 500$.

**5. CONCLUSION AND FUTURE WORK**

This paper formulates and develops a Feedback Control GA (FCGA) with Generalized Crowding as the GA. The FCGA algorithm is used to better control the number of niches that a user wants the GA to explore. Thus, the algorithm is able to allocate more resources to exploring desired niches, resulting in a higher-quality and more directed search. The FCGA sensor is designed using $k$-means clustering while the controller uses proportional control. In experiments, FCGA reliably controls the number of niches and finds high-quality solutions as evaluated by the fitness function.

This work brings to the table many questions which we leave for further investigation. One of the key steps in FCGA is using $k$-means to determine the number of niches in the population. However, determining the “optimal” number of clusters in a population is still an active area of research.
in machine learning. Also, although we show that the simple approach of proportional control works reasonably well, more sophisticated control schemes might bring substantial improvements. Further improvements can only help make FCGA more effective as a multi-modal optimization scheme. Finally, interesting results are expected from having set-points for parameters other than the number of niches and also exploring the control perspective for evolutionary algorithms other than crowding.
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<table>
<thead>
<tr>
<th>Control every generation</th>
<th>Control every 5th generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_m = 0.025$</td>
<td>$P_m = 0.025$</td>
</tr>
<tr>
<td>$r$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>3</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 3: Mean $\mu$ and standard deviation $\sigma$ of measured SQC values for FCGA with control on every generation (left in table) or every five generations (right in table) for the 1D Damped Sine function for varying values of $P_m$ and $r$; here $\gamma = 1$.

<table>
<thead>
<tr>
<th>Damped Sine Function</th>
<th>Schwefel Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setpoint $r(t) = 3$</td>
<td>Setpoint $r(t) = 5$</td>
</tr>
<tr>
<td>Schedule</td>
<td>SQC $\mu$</td>
</tr>
<tr>
<td>FCGA ($r(t)$ varies)</td>
<td>0.95</td>
</tr>
<tr>
<td>Exponential Decay</td>
<td>0.87</td>
</tr>
<tr>
<td>Self-Adaptive</td>
<td>0.90</td>
</tr>
<tr>
<td>Diversity Adaptive</td>
<td>0.83</td>
</tr>
<tr>
<td>Deterministic Crowding</td>
<td>0.38</td>
</tr>
<tr>
<td>$\phi = 0.5$</td>
<td>0.99</td>
</tr>
<tr>
<td>Probabilistic Crowding</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 4: Experimental results for different scaling factor schedules, including FCGA with varying setpoints, for the Damped Sine and Schwefel functions ($P_m = 0.3$ and $r = 1$).