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ABSTRACT

We examine the process and some implications of evaluating
information visualization in a large company setting. While
several researchers have addressed the difficulties of evalu-
ating information visualizations with regards to changing
data, tasks, and visual encodings, considerably less work has
been published on the difficulties of evaluation within spe-
cific work contexts. In this paper, we specifically focus on
the challenges arising in the context of large companies with
several thousand employees. We present a collection of eval-
uation challenges, discuss our own experiences conducting
information visualization evaluation within the context of a
large automotive company, and present a set of recommen-
dations derived from our experiences. The set of challenges
and recommendations can aid researchers and practitioners
in preparing and conducting evaluations of their products
within a large company setting.
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1. INTRODUCTION

Evaluation in the context of specific data and task sets
is a fundamental part of information visualization research
[23, 33] as systems and techniques developed by researchers
are often intended to support everyday work activities for
domain-specific tasks and data. In order to more clearly un-
derstand and assess “real world” data analysis problems and
the use of our tools within a specific work context, a close
collaboration with domain experts is often instrumental [9,
25, 27, 34]. When working with domain experts on their
own data and tasks, it is often helpful or necessary to study
their data analysis habits, requirements, goals, and tool use
within their respective work context, or “field” [21]. Existing
types of research strategies within the field can be roughly
categorized as field studies and field experiments [17]. Field
studies are described by McGrath [17] as direct observations
with minimal possible intrusion within “natural” work envi-
ronments, whereas field experiments are a compromise strat-
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egy where features of the system are manipulated in order to
gain more precise results. In this paper, we concentrate on
the challenges of applying field strategies within one specific
type of field—that of large industrial companies of several
thousand employees. We derive our findings from our three-
year experience working within a large automotive company.
From our own experience we know that applying and evalu-
ating information visualizations directly within a large com-
pany context is a fruitful endeavor and can produce valuable
insights for the field of information visualization in general.
Within such an environment a wide range of real data anal-
ysis problems, tasks, and data sets are available. Large com-
panies are also often highly interested in applied research
and will even fund it.

Evaluation for and of information visualization solutions
within this context, however, has its own unique set of re-
quirements and challenges due to the structural differences
in contrast to small companies, such as a higher degree
of organizational complexity, more specialization, formaliza-
tion and decentralization [6]. In this paper, we categorize
field-specific challenges that may arise in evaluating infor-
mation visualization habits and tools in such an industrial
environment based on our experience in building and evalu-
ating information visualization systems for automotive engi-
neers. We discuss a set of nine challenges we encountered,
our own experiences with these challenges, and present a
set of twelve recommendations for evaluation within a large
company context. Challenges and recommendations include
both aspects specific for information visualization evaluation
but also more generic considerations which are no less impor-
tant for our research. We hope that this paper will help to
serve as a reference for others who are planning information
visualization evaluations within a large company context.

2. RELATED WORK

In this section, we discuss previous field strategies that were
conducted with information visualization tools and go into
more detail on obstacles of field research as discussed in the
general HCI literature.

2.1 InfoVis Evaluation in the Field

Despite the well known drawbacks of artificial scenarios and
hypothetical tasks, most evaluations for information visual-
ization tools are still conducted in lab settings [9]. Previous
researchers, however, have called for more real world appli-
cations of research (e.g., [14, 20, 23]) and a growing number
of researchers are beginning to invite their target audience
to participate in user studies: Perer et al. [22], for example,



studied their social network tool with several experts from
different fields of data analysis. Ethnographic studies have
also been used within a user centric design process with do-
main experts and have been shown valuable as a formative
part of the design process: Tory et al. [36], for example, doc-
umented the results of a qualitative analysis in the building
design field and concluded that their structured analysis of
qualitative study data provided deep insight on the work pro-
cesses with visualization. Long-term studies [32] are another
type of field strategy that offers the chance for deep insight
and learning of the workings of a field and possible merits
of visualization use. Unfortunately, they are laborious and
only few have been reported on in the literature (e.g., [11,
18, 28]). The work by Gonzdlez and Kobsa, for example, de-
scribes the adoption of an information visualization tool by
data analysts over a longer period of time [11]. In a follow-
up paper, they describe further observations on the merits of
such tools in the workplace [10]. While these examples are
promising steps towards more evaluation in close contact to
domain experts, more insight is needed on the challenges of
conducting information visualization evaluation within spe-
cific work contexts. Our paper is a step in this direction and
lists a first set of challenges, experiences, and recommenda-
tions for deploying and evaluating information visualization
within a large industrial company.

2.2 Organizational obstacles known from HCI

In the area of HCI, more precisely in Participatory and Con-
textual User-Centered Design (UCD), a considerable amount
of previous work exists on how to meet usability evalua-
tion and user needs by actively involving all stakeholders
(e.g., end users, management, decision makers). Much of
this research has been conducted in industry settings [1,
16]. Grudin [12] explicitly discusses obstacles encountered
in large companies such as finding “representative” partic-
ipants and crossing organizational barriers during a UCD
process. Poltrock and Grudin [24] conducted two observa-
tional studies in large companies and reported how several
organizational factors (e. g., missing commitment, unsatisfy-
ing training) can block UCD. Jeflries et al. [15] provided a
comparison of four formative usability studies in real world
environments and recommended heuristic evaluation and us-
ability testing methods for evaluation when considering the
number of found problems, Ul expertise, and costs.

The main difference of our work to most of these ap-
proaches is that we do not examine business-to-customer
situations: While much of the previous work was concerned
with employing UCD to develop tools for expert users on
the outside, we are interested in designing information visu-
alization tools for use within a large company to improve the
work processes of its employees. While novel requirements
and challenges applying UCD for in-house tools, such as plat-
form and application buying concerns, change management,
or the IT life cycle, have been previously discussed [4, 13]
related work in this specific area is still rare. In particular,
the challenges of information visualization evaluation—as
opposed to general usability evaluation—have not received
much attention in this context. We contribute a first collec-
tion of challenges and recommendations for applying eval-
uation within a large company context and hope that this
collection will be expanded and modified as more evaluations
of information visualizations will be conducted in this work
context.

3. PROBLEMS AND CHALLENGES

While designing and evaluating information visualizations
within a large company for the past three years, we have
experienced several field characteristics that pose particu-
lar challenges to evaluation. These challenges arise due to
the large company setting where workflow, bureaucracy, or
hierarchical structures may be quite differently defined com-
pared to smaller companies ([6, 26]). For instance, large
industrial companies are often characterized by a high de-
gree of collaboration and specification. A single employee
often is highly specialized and responsible for a small subset
of a highly specific collaborative task set [6]. Therefore, the
know-how in a company is often widely distributed and a sin-
gle person is not always able to understand all facets of the
entire task domain [8]. In a small company or research lab,
on the other hand, a problem domain may be very specific
and employees may be able to maintain a comprehensive un-
derstanding of their work context and may even be able to
deal with many tasks personally.

When attempting to evaluate information visualization
within a large company context, it is imperative to under-
stand the characteristics of this specific evaluation field in
order to be prepared for the challenges that may arise in plan-
ning and conducting a study and finally analyzing and dis-
seminating the results. In the following section, we describe
nine specific challenges to evaluation of information visual-
ization in large companies. We categorize them along the
typical flow of a user study: study design, participant gath-
ering, data collection, data analysis, and result generation.
We consider challenges both to studies of already developed
visualization tools (tool-centric) as well as challenges when
attempting to evaluate current practice within the company
setting (work-centric). We do not consider evaluations that
try to assess how clear the interaction with an information
visualization tool is designed (usability evaluation) but focus
instead on evaluations for information visualization design
that are more holistic in nature. We ground our collection of
challenges on our own experience with different techniques
(both qualitative and quantitative) and on general lessons
learned from both the HCI and sociology literature and do
not focus on a specific evaluation methodology, data collec-
tion or analysis method.

We also include challenges related to tool deployment within
the company setting which has been both extremely valu-
able, as a prerequisite to longer-term studies, as well as
challenging for us. We describe specific challenges of de-
ployment that are information visualization specific but also
other challenges in order to give a more complete picture of
our experiences.

3.1 Study/Application Design

C-1a: Integrating Tools in Daily Work Processes
Integrating information visualization tools in daily work prac-
tice is a labor-intensive process, not only in large companies.
Tools have to be stable, robust to changing data sets and
tasks, and—if they replace previous tools—should support
the functionalities of the tools being replaced. Besides these
common challenges, we describe two critical aspects to con-
sider in large company settings:

(a) Technical Issues: Task specialization is common in large
industrial companies. Therefore, many specific data analysis
tasks exist and most of these will likely already be supported
with a variety of different analysis tools. These tools are of-



ten well integrated to perform within a chain of other tools
so that they together provide more encompassing analysis
solutions. Under these circumstances the integration of a
new visualization tool may be quite challenging as it may
break the chain of analysis processes that are already sup-
ported by existing solutions. However, the integration of a
specific tool may be a valuable exercise in practice, in par-
ticular when one wants to study the use of a tool within a
specific established work context [27].

(b) Political and Organizational Issues: Many large compa-
nies require the authorization of software or software compo-
nents upfront. Initially this may not seem complicated, how-
ever, depending on the amount of bureaucracy involved, this
process may require highly collaborative synchronization ef-
forts and may become long and exhausting. One method
to get your software authorized is employee pull: the spe-
cific request for a tool by an employee. Another method is
evaluator push: advertising on your side as the visualization
expert for your specific tool. Both approaches may often be
successful: Pull-solutions are often easier because employees
can argue that your tool may address a recognized analysis
problem. Push-solutions may require very tactful negotia-
tion but are no less important. Specific work practices may
have become established over the years and employees may
be satisfied with improvable solutions. In these cases, a push
from an outsider can help to provide a new perspective on
more advanced data analysis options.

C-1b: Getting the Data

Not only the tools and techniques but also the domain-specific
data itself will likely be distributed across different work

groups within large companies. Your novel visualization ap-
proach, however, might have been designed to improve work

with combined and aggregated sources of data. To evaluate

your tool with these data sources you may have to deal with

issues of interoperability between different data sources on

different machines and within different work groups. Un-
availability, different data versions, different or inappropri-
ate format, unmaintained sources, and most importantly

security restrictions can issue additional challenges to you.
However, being able to evaluate visualizations with the data

used and created by your participants in their everyday work

practices can be critical—mot only in evaluating how your

tool is used with real-world data characteristics, but also in

order to convince the participants or stakeholders that your

tool may actually improve everyday work.

C-1c: Choosing an Evaluation Context

Large companies have employees with varying goals, views,
and work habits all working together [8]. In large industrial
companies you will encounter a variety of personalities and
opinions. This is particularly important to keep in mind
when you are planning to conduct qualitative work such as
interviews, observations, and focus groups with or without
information visualization tools. There may be many teams
with similar data analysis tasks and data types across a com-
pany that you can collaborate with but the qualitative re-
sults you may collect during a study in these teams can be
vastly different.

3.2 Participants

C-2a: Finding Domain Expert Participants
It is very common that employees in large industrial compa-

nies are working under heavy time pressure and are bound
to strict deadlines. Having to revise a deadline often leads
to a considerable loss of revenue. These pressures result in
specific challenges for evaluation in general and for evalua-
tion with significant participant involvement in particular:
(a) Getting domain experts for studies is generally difficult.
Time = money! Every hour you want participants to work
with you is an extraordinary task without direct evidence of
impact on their actual work tasks. (b) Under these circum-
stances, it becomes difficult to argue for long-term studies
(e.g., MILCs [32]) without any kind of “pre-evidence” that
the required involvement will result in qualitative or quanti-
tative improvements to future work processes.

C-2b: Attachment to Conventional Techniques

Even if your tool may be designed to improve conventional
tools, experts may be very accustomed to and effective with
them. This effectiveness may lead to a certain amount of
attachment to the traditional tool and may result in a cer-
tain reluctance to learn a new system. By working with
their traditional tools over a long period of time people will
likely have developed skills to estimate the effort and time
required for a specific analysis and can factor this knowledge
in when planning upcoming deadlines. It may be difficult for
them to estimate this with a novel tool. In addition, some
domain experts may have learned to master complex tools
and data analysis tasks over the years. If you managed to
design a tool that significantly simplifies a specific data anal-
ysis compared to a previous tool you may strip these experts
from their respected expert status and allow others to also
conduct the same tasks [21]. These issues can complicate
both acquiring participants for your studies (see also C-2a)
and conducting and evaluating comparative studies.

3.3 Data Collection

C-3a: Confidentiality of Information

Video-, audio- and screen-recording can be useful data col-
lection tools during evaluation. Especially for qualitative
evaluation such data collection helps to capture participants’
actions, conversations and responses and allows systematic
coding and analysis of the data in retrospect [2]. However,
large companies often have confidentiality guidelines and re-
striction policies (Intellectual Property Rights (IPR) secu-
rity requirements) that might forbid certain recording tech-
niques. In addition, being discreet about collected data is
important. Internal work processes are often secret. This, in
particular, means that you may not be allowed to share your
data with others (e. g., with a second coder or in online tools),
you may only be allowed to discuss anonymized results, and
that you will have to deal with publication restrictions—not
only about the results of your study but also when talking
about the data analysis characteristics of the tool you may
have studied (see C-4b).

C-3b: Complex Work Processes

One important goal in information visualization is to sup-
port people in solving complex tasks. For this purpose, an
important first step is to understand current data analy-
sis problems with pre-design evaluation [14]. For us, this
type of evaluation has been a very important step in order
to focus our work on solving the right real-world problems.
Pre-design studies, however, become additionally challeng-
ing in large companies where complex problems are often



split among several, highly specific sub-problems. Under-
standing the specifics of both the overarching problem solv-
ing process (macro challenges) and the individual (micro)
challenges may be difficult for an outsider (see C-2b). When
observing different employee groups, it should not surprise
that some may have built their own work processes or tools
around their work tasks or data sets and that other groups
and employees, who may have similar data, may have come
up with different solutions while being unaware of solutions
from other groups (see C-1c). Additionally, experts in large
companies often have varying tasks and not all of them may
be relevant for the observer and neither do the domain ex-
perts want to be observed in every situation. Finding the
appropriate balance between unobtrusive observation and in-
tervention when observing work processes requires skill and
tact on the side of the evaluator. On the other side, talking
to participants in pre-scheduled appointments is also often
not sufficient: “What people tell you is not always the same
as what people do” [3].

3.4 Results

C-4a: Convincing the Stakeholders

An important evaluation goal in information visualization is
to understand how people use your visualizations to solve
real world problems. This goal does not necessarily align
well with the goals of stakeholders whose task it is to max-
imize profit for the company. Therefore, they are more in-
terested in tools that help to save money and improve the
effectiveness and efficiency of their employees (again, time =
money). Another goal of the company is speeding up current
work practices (e. g., more insights/time [19]) while we as re-
searchers may be more interested in factors that influence or
improve qualitative aspects of the work or the specific fac-
tors that may have led to improvements (e. g., how insights
were achieved [28]).

C-4b: Publishing.

To allow information visualization to grow as a field and
to share and discuss your results with the larger research
community they have to be made public. Due to competitive
reasons, large companies however often have restrictions on
what can be published, in particular if your work leads to
a competitive advantage. You may have to expect a lot of
bureaucratic hurdles.

4. EXPERIENCES

In this section, we illustrate some of the listed challenges
with an example from our own experience in building visual-
izations for the development and analysis of in-car commu-
nication networks at a large automotive company of approx.
100,000 employees. This example shows only a fraction of
the body of work underlying our collection of challenges and
recommendations, but it serves well as an illustration. We re-
port on evaluations conducted with domain experts within
the context of one specific visualization tool we built and
discuss the challenges we encountered.

Our chosen example-Autobahn Vis (see Figure 1)-is a visu-
alization tool to support overview, navigation, and pattern
recognition for error detection in large network communica-
tion logs. In-car communication networks are highly com-

Figure 1: AutobahnVis - Top left: The Autobah-
nView showing all sent message ordered by time
(horizontally) and sending Control Unit (vertically);
Bottom left and right: List Views showing message
details, such as row data, signals, time stamps; Top
right: The 3DModelView showing a 3D model of the
car linked to the other views via semantic linking
and brushing

plex (up to 15,000 messages per second with safety critical
real-time requirements) and include a large number of elec-
tronic components (up to 70 Control Units per vehicle, send-
ing and receiving messages; and 5 different communication
technologies, transporting messages). These factors make
their design and analysis a challenging process that benefits
highly from visualization support. We conducted several
types of evaluations within the context of this project [30,
31].

4.1 Pre-Design Studies

In order to assess situations in which visualization could sup-
port the domain expert’s work practice and to understand
their data analysis problems we first conducted a pre-design
study with eight domain experts [3]. Originally we had
planned to use a shadowing technique for participant obser-
vation without any interference, however after a pilot study
it became clear that we would not understand their work
processes solely through observation (C-3b). We changed
the pure observational design to a variant of a contextual
inquiry, where one analysis expert explained his or her work
to 2-3 observers by means of a current work problem. When
conducting this study with the domain experts we also ran
into the challenge of attachment to conventional techniques
(C-2b). One participant explained his work on the raw data
to us and made it clear that visualization would not be useful
to him as it “is just a potential source of error”. This partici-
pant had learned over the years to read the raw hexadecimal
data and had the status of an analysis expert (C-2b).

IPR security requirements were in place in the manufac-
turing areas in which we conducted our study. In order to
allow participants to speak openly, we decided not to use
any electronic recording devices (C-3a). Our approach was
to counterbalance the potential loss of information by using
2-3 observers instead of just one, all taking notes and imme-
diately preparing a summary after the observations. In or-
der to collect more data on our observations, we conducted a
second study in form of a brief online questionnaire. We con-
tacted a wider range of analysis experts and asked questions
on current work practices as derived from the first study.



Our main goal was to reach a wider range of people without
strongly interfering with their daily work (C-2a).

Finally, in order to get feedback on our first prototypes we
discussed paper mockups with the domain experts. A meta-
goal of this last part of the study was to evaluate the degree
of interest of each participant. Three participants showed
keen interest in our ideas and approaches. For our future
collaboration we focused mainly on this sub-group (C-1c).

4.2 Study During the Design Phase

From the pre-design studies we derived a task list, design
and feature requirements as well as a ranked list of preferred
visualization mockups. Based on these, we built a multiple
coordinated view prototype (see Figure 1) visualizing real
data and iteratively evaluated the design. These studies
were conducted with students with a usability background
in order to save domain experts’ time (C-2a) and due to chal-
lenges of integrating our tool in the domain experts’ work
environment (C-1a). We also iteratively conducted expert re-
views with one usability expert with a research background
in HCI/ InfoVis [35]. These two approaches helped us to
focus on usability issues alongside the entire development
process. For final revisions, we conducted a think aloud
study with five students with a usability background plus
basic automotive experience (automotive company interns).
These studies were used for final usability optimization. The
direct integration of our solution in the domain experts’ cur-
rent software environment was extremely difficult due to a
variety of different file formats in use (C-1b). We opted
for an exported (standard) file format (C-1a). Additionally,
we had to gather unavailable data (for controlling a semanti-
cally coordinated 3D-model view in our tool) manually from
textual sources (C-1b).

4.3 Post-Design Study

After the first study with students, we conducted a qual-
itative user study in form of a “pair analytics” evaluation
to validate the value of our approach with five domain ex-
perts. Roughly spoken, one of us worked with one expert
analyzing a (real, but partly manually translated) test trace
using our tool and discussing potential benefits and draw-
backs. Due to IPR restrictions, we again did not use audio
and video recording (C-3a). During these studies we learned
that domain experts gained several novel insights from our
tools such as message burst detection, better understanding
of cyclic messaging and insights into cross-relations between
mechanical and electronic information. These promising re-
sults (a) showed the validity of our approach for our test
data sets and (b) helped us to promote it for a close inte-
gration with current analysis software (C4-a). According to
our requirement analysis (see 4.1), only a close integration—
without additional time costs (e.g., exporting data or man-
ually translating data, C-2a)—will allow analysis experts to
use our visualization productively on a day-to-day basis with
real world, dynamically varying data sets (C-1b). However,
close integration requires (a) company commitment which
we, in case of the AutobahnVis example, achieved by our
highly participatory design process; and (b) overcoming tech-
nical barriers by close collaboration between tool developers
and InfoVis researchers (C-1a). We are currently still work-
ing on this labor-intensive aspect.

S.  RECOMMENDATIONS

We agree with Shneiderman et al. [32] that studies with real
end users, with real data, in real environments are extremely
important factors for learning about information visualiza-
tion tools. Based on our experience we derive a set of recom-
mendations for other information visualization researchers
who are planning to conduct evaluations within a large com-
pany setting. The organization of our recommendations re-
flects the main categories of challenges in Section 3. Some
of our recommendations are specific to working with data
and data analysis tasks with information visualizations and
some apply to evaluation in this field more generally.

5.1 Study/Application Design

R-1a: Familiarize yourself with currently used soft-
ware environments

To evaluate the full working process of domain experts an
information visualization tool should be integrated and co-
ordinated with current domain specific techniques and tools
to operate in an entire analysis environment. Many of the
existing tools in a work environment, however, have often
been worked on and extended over the years and an integra-
tion may be a considerable software engineering challenge.
Instead of an integration one can consider to extend the fea-
tures of a new visualization tool to unite the capabilities of
a previous tool chain. Depending on the amount of previous
work this could be a valid solution for small projects. The
costs of either solution should be considered based on the
goal of the evaluation. Supplementing existing tools is often
the cheapest and most effective way [11]. In addition, con-
sider push- and pull solutions (see Section 3.1) to achieve
acceptance of your tool and study with the company work
environment.

R-1b: Overcome technical obstacles of data integra-
tion

Our experience showed that new tools which require addi-
tional steps to work with domain-specific data may not be
accepted in everyday work. While AutobahnVis, for exam-
ple, was more flexible to adapt to different data and analysis
settings, engineers argued that the additional required over-
head of file conversion was their reason not to use the tool.
Therefore, for the purpose of evaluating information visual-
ization tools in large companies tightly integrating your tool
to work with only a subset of the data may be more impor-
tant than supporting wide applicability. This factor may
not be important in research departments (where insight
may outweigh time), but the obstacle of additional time re-
quirements is crucial in industrial environments. Having to
convert data manually should be a last resort [32].

R-1c: Choose your study environment with care

Obstacles for studying your solution or studying work envi-
ronments often result not only from technical challenges but
from political or organizational requirements. To conduct
evaluations you need permissions and committed collabora-
tors. In order to receive permission it is imperative that you
find employees who will support your project and that you
convince your stakeholders (see R-4a for further recommen-
dations). You may encounter similar data analysis tasks and
data across different groups within a large company. It takes
skill as a researcher to generalize from the individual opin-
ions and views encountered to find the right target group and



work environment for the tool you built or are interested in
building.

When conducting pre-design studies, connect with moti-
vated domain experts and start with identifying and under-
standing different sub-problems and sub-groups in your prob-
lem domain. Talk to various people and be open-minded
towards existing solutions from other people beyond your
target group. Use this knowledge to become an expert in
this domain but do not try to solve everyone’s problems.
Rather try to find a specific sub-target group with specific
and concrete problems and with interest in your work. Af-
ter researching specific solutions and validating sub-domain
specific solutions, try to abstract your lessons-learned to a
more general approach.

5.2 Participants

R-2a: The magic one hour limit

Our experience showed that recruiting participants for one
hour or less is significantly easier than for longer time peri-
ods. Employees are occupied with meetings, appointments,
and deadlines and additional involvement in user studies just
adds to this work load. Be prepared and professional in
recruiting and conducting the study and stick to your sug-
gested time limit.

R-2b: Convince your target audience

Even though participants may be very attached and used
to their current tools there are some things you can do to
convince them of your solution. Try to solve real problems
of your target group even if these first-hand solutions are
small and actually not the main focus of your work! Peo-
ple become immediately interested if you present solutions
which they can use immediately with their own data. Your
participants will be much more motivated to attend your
studies when they know they will be remunerated by working
on solutions of their current problems. One way to achieve
this, is to integrate some simple but highly desired functions
not available with current tools (for a successful example see
[29]). Even outlining solutions, e. g., presenting some work of
our early AutobahnVis ideas after exploratory studies, was
very valuable to convince our participants of the potential
value of our work.

R-2c: Delight with usability and aesthetics

Do not underestimate the value of usability and aesthetics.
In in-house tools these aspects are often neglected [13]. Us-
ability and aesthetics are important distinctive features you
can use to gain acceptance of novel tools or to convince stake-
holders. In AutobahnVis, for example, we integrated a view
showing a 3D model of the car. In the beginning we had
been very skeptical about the potential value of this view,
nevertheless, it was explicitly demanded by our stakeholders.
During our summative user studies we observed that along
with several (smaller) insights that this view could provide,
its aesthetics and fascination was frequently and explicitly
addressed. Several of the subjects mentioned that it would
be much easier to convince decision makers with this view.

R-2d: Learn from the experts

Identify experts in your problem domain. You can learn a lot
by interviewing and observing their practices. Often, they
may not be interested in your solutions because they have
mastered problems already using their own approach. Try

to identify why their practices are effective and efficient and
think about how you can use this knowledge in your tool
to make it available to a wider range of people. During our
exploratory studies of AutobahnVis, for example, talking to
one specific expert helped us enormously in understanding
the variety of potential error sources and the importance of a
hexadecimal representation. Our tool design benefited from
his experience.

5.3 Data Collection

R3-a: Try to get a license, do studies in any case
Check IPR policies (see C-3a) and, if required, try to get
permission to video or audio tape. We agree with Dix el al.
[7] that the analysis of recorded video or audio will allow
you to gain a much deeper understanding of the scenario
under study. If a permission was received, equipment has
to be carefully installed. It is imperative that participants
know about recording devices and that privacy concerns are
thoroughly discussed. In particular in large companies, em-
ployees may be concerned about the company “watching”
them.

In some areas IPR restrictions might be very strict and
you may not be allowed to digitally record study sessions.
In these cases, do qualitative user studies anyway and coun-
terbalance the loss of documentation with more than one
observer and with immediate notes and a summary (see Au-
tobahnVis). Especially in secure areas this methodology ad-
ditionally may allow participants to be more open about
their work processes, data, and tasks.

R3-b: Be in constant, close cooperation

To support specific domain experts with information visual-
ization it is important to get a clear understanding of their
problem domain [21]. We have made good experiences with
informal collaborations that helped us to get a very well-
grounded and detailed knowledge about our target group:
over the last three years we have talked to almost 100 do-
main experts, we conducted several types of studies (from
pre- to post-design) and we directly worked together with
the domain experts. We refer to such a process as “constant,
close cooperation.” Our ambitious goal was to gain a deep
understanding of our problem domain. From our experience,
this kind of constant, close cooperation is valuable especially
in large industries where problems are often highly diverse
and complex. We are aware that understanding all facets of
a problem domain is time-intensive, however we think that
this approach of ‘designing with not for the people’ helps to
clearly tailor solutions to the needs of a target group and
to develop effective and efficient tools. Being in constant,
close cooperation can help to overcome some of the pitfalls
of evaluation as outlined in [20].

5.4 Results

R-4a: The magic metric: Money.

In industrial settings the benefits of a new tool are often
measured in terms of cost savings. These savings are closely
related to other metrics used in information visualization
evaluation such as insights [28] or errors [5]. However, in an
industry setting, the most related one may be time (again,
time = money). Important quality metrics for stakeholders
include such things as decisions per hour [19] or found errors
per day (AutobahnVis). Reporting the results of your study
and presenting evidence that your tool can lead to measur-



able benefits in terms of such metrics may be very important
if you want to convince the stakeholders (see C4-a). While
studies that measure these metrics may not always be able to
get at the research questions you are interested in, they could
be a ticket for reaching more domain experts and studying
your solutions in-depth in real working environments.

For instance, we published a statistical comparative study
between one of our tools and engineers’ current state-of-the-
art tools [29]. Proving that our tool was significantly faster
and less error-prone for a set of predefined user-tasks was
very convincing to the stakeholders. Subsequently, our tool
was tightly integrated into a current software environment
that was subject to strict access regulations (C-4a). Con-
ducting a quantitative user study was therefore our ticket
to reaching a lot of end users (C-2a) with real data (C-1b)
in real environments (C-1a) and opened new possibilities for
future long-term and more in-depth studies.

R-4b: Factor in high skill with current techniques
When comparing traditional to new tools, one must consider
that participants may have become very skilled with current
techniques (see C-2b) and factor in learning time and poten-
tial reluctantness towards a new tool as these factors can
initially distort a comparative evaluation [32].

R-4c: Clarify publishing conditions upfront

If your main goal is to publish your work, make concrete
agreements with your company upfront and preferably not
just verbally. Make clear what you are allowed to write
about, how or if you need to anonymize your results, what
pictures (if any) you are allowed to include, and find out if
the company requires you to submit your writeup for inter-
nal review first.

6. DISCUSSION AND LIMITATIONS

In this paper, we have summarized some design challenges,
examples, and recommendations for working with a large
company on information visualization evaluation. We did
not focus on the various advantageous aspects of conduct-
ing research in cooperation with a large company but de-
cided to provide other researchers with the more valuable
challenges and recommendations. Nevertheless, we want to
encourage research cooperations with large companies for
several reasons: as already mentioned, large companies pro-
vide a lot of interesting challenges and complex real-world
data sets for information visualization research. In addition,
although deployment and evaluation might be a long and
laborious process, there are good chances that valuable so-
lutions will be approved and integrated into real working
environments. Thus, domain experts can benefit from dedi-
cated information visualization solutions and researchers in
return can investigate their systems under realistic circum-
stances [32]. Eventually, ‘moving research into practice’ re-
mains one of our grand challenges [33]. We are convinced
that closely cooperating with large companies will help us
to better understand the value of information visualization.

Since a large part of our work is based on our own experi-
ences there are two limitations to be aware of: (1) Through
several different types of studies within different phases of
the design process, we learned a lot about our domain and
setting and successfully paved the way for integrating our
tools with daily practices. Our work so far, however, does
not address experiences from long term studies in a large

company setting. We hope to specifically address this in
the future and to extend our recommendations to long-term
studies. (2) Experiences in other companies might differ or
go beyond the ones we made. While the lessons we learned
can serve as a reference for others who are planning in-
formation visualization evaluations within a large company
context, this work should encourage others to (a) report
their experiences evaluating within this field to create a
broader knowledge base and (b) information visualization
researchers in general to try this form of field research. Even
though it may be more difficult to do than lab-based studies,
we found this type of applied work very rewarding and we
are convinced that it provides much more realistic insights
than lab studies.

7. CONCLUSIONS

We presented a number of specific challenges arising in the
context of evaluating information visualizations in a large
company with several thousands of employees. These nine
challenges are grouped into those relating to: study/appli-
cation design, participants, data collection, and results. This
collection is based on a three year body of work involving
eight prototypes and their development process. To illus-
trate these challenges, we discussed our experience in devel-
oping a visualization system for a large automotive company.
Based on the experience in designing and evaluating these
systems, we presented a set of recommendations for practi-
tioners. With this collection of experiences and insights we
hope to help others in preparing and conducting information
visualization evaluations in similar settings and to encourage
them to add and compare their experiences to our work.
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