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ABSTRACT 
Tabletop displays with touch-based input provide many 
powerful affordances for directly manipulating and 
collaborating around information visualizations. However, 
these devices also introduce several challenges for 
interaction designers, including discrepancies among the 
resolutions of the visualization, the tabletop’s display, and 
its sensing technologies; a need to support diverse types of 
interactions required by different visualization techniques; 
and the ability to support face-to-face collaboration. As a 
result, most interactive tabletop applications for working 
with information currently demonstrate limited 
functionality and do not approach the power or versatility 
of their desktop counterparts. 

We present a series of design considerations, informed by 
prior interaction design and focus+context visualization 
research, for ameliorating the challenges inherent in 
designing practical interaction techniques for tabletop 
information visualization applications. We then discuss two 
specific techniques, i-Loupe and iPodLoupe, which 
illustrate how different choices among these design 
considerations enable vastly different experiences in 
working with complex data on interactive surfaces. 

Author Keywords 
Resolution discrepancy, interaction lenses, information 
visualization, i-Loupe, iPodLoupe 

ACM Classification Keywords 
H5.2 [Information interfaces and presentation]: User 
Interfaces—Graphical user interfaces. 

INTRODUCTION 
Information visualization research is often grounded in 
collaborations with scientists seeking to explore and 
analyze complex data sets. In many cases, these science 
teams utilize domain-specific tools to aid in their data 
exploration. It is also quite common for these groups to 

collaborate and converse face-to-face over their data. All of 
these practices can potentially be a good match for the use 
of large, interactive tabletop displays, since these surfaces 
provide a large canvas on which data can be displayed, the 
capability to directly manipulate the data using touch input, 
and the opportunity to discuss and interpret the data with 
others without interrupting eye contact. 

However, the strong match between these affordances and 
scientists’ collaborative information exploration practices 
also comes at a cost: it is difficult to design and implement 
practical tabletop applications that take into account the 
unique properties of interactive tabletop systems. These 
systems do not behave like traditional desktop applications 
and challenges arise when data sets become massive; when 
scientists’ fingers are much larger than the visualization 
details they want to manipulate; when interface controls for 
controlling the view into the data compete with interface 
controls for manipulating the data, themselves; and when 
collaborators sitting or standing around a tabletop each 
have a different perspective on the tabletop’s display 
contents. Although the research community has developed 
interface solutions to address each of these concerns 
independently, the design decisions that have to be made to 
address one challenge often directly impact the choices 
available for the others. Additionally, because the nuances 
of these decisions are often subtle, small differences in 
design choices can have a substantive impact in the overall 
user experience of a tabletop application and the usability 
of that application within a particular context.  

In this paper, we present a series of design considerations, 
informed by an analysis of prior research and empirical 
studies of collaboration around tabletops, that address the 
three primary challenges that we encountered in designing 
practical applications for supporting collaborative, tabletop-
based information exploration: ameliorating resolution 
discrepancies, enabling a diversity of interactions with both 
our tools and the underlying visualization, and fostering 
face-to-face collaboration. We then discuss two techniques 
that reflect different design choices, i-Loupe and 
iPodLoupe. These techniques illustrate how design 
considerations—and the different prioritization of design 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page. To copy otherwise, 
or republish, to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee. 
ITS ‘09, November 23–25, 2009, Banff, Alberta, Canada. 
Copyright 2009 ACM 978-1-60558-733-2/09/11…$10.00 



features—can lead to vastly different experiences in 
working with complex data on interactive surfaces. 

DESIGN CONSIDERATIONS FOR SUPPORTING 
INFORMATION VISUALIZATIONS ON INTERACTIVE 
TABLETOP DISPLAYS 
There are many decisions that have to be made when 
designing interaction techniques to support collaborative 
information visualization on interactive tabletop displays. 
These decisions are also interrelated; the choices made for 
one design consideration affect the options available for 
making subsequent decisions. 

Existing empirical and experimental research can inform 
these design choices, and this work benefits from a variety 
of perspectives since it exists at the intersection of several 
very active research domains. While working to develop a 
variety of applications to support teams of scientists, we 
identified three particularly significant challenges for 
supporting these kinds of collaborative visualizations on 
interactive tabletops. In this section, we enumerate these 
challenges and provide examples of the breadth of design 
solutions that have been proposed and, in some cases, 
demonstrated and evaluated in prior research from domains 
of study as diverse as information visualization, user 
interface software, and ubiquitous computing. 

Ameliorating Resolution Discrepancies among Data, 
Display Output, and Input 
Many dense visualizations contain more detail than can be 
clearly rendered in the available display space. With many 
real-world data sets, this can even be true when using large, 
high-resolution tabletop displays. As a result, information 
items that are adjacent (e.g., nodes in a graph layout) may 
overlap and become visually indistinguishable. The fact 
that most interactive tabletops rely heavily on touch-
sensitive input complicates the situation: while direct 
interaction with fingers is appealing, fingers themselves are 
large enough compared to the size of the display pixels that 
even when the sensing substrate can detect touch locations 

very precisely, the low effective input resolution makes 
interaction with visualization details difficult (Figure 1). 

Although techniques like blurring [18] and semantic 
abstraction [2] can be used to address some of the 
discrepancies between visualization and display 
resolutions, these approaches do not extend easily to 
address the “fat fingers” problem with low-resolution input. 
An alternative approach is to provide flexible zooming or 
magnification capabilities that allow individuals to expand 
part (or all) of the visualization to show areas of interest at 
a resolution that is better supported by the display hardware 
and allow for more fine-grained interaction. A substantive 
body of research has explored this challenge; focus+context 
lenses are a particularly well-studied interaction technique 
aimed at ameliorating these kinds of resolution 
discrepancies. 

Focus+context techniques have been studied extensively in 
the context of information visualization. While others have 
previously characterized the space of focus+context lenses 
(e.g., [7, 21]), these surveys generally focused on the 
presentation characteristics of these lenses. Notable 
frameworks for these techniques include Leung and 
Apperley’s early work on distortion-oriented presentation 
techniques [21], the Elastic Presentation Framework [5], 
and the Non-Linear Magnification framework [16]. 
Alternatively, in situations where distortion of the 
visualization may be undesirable, overlay regions [5, 35, 
37] and varied levels of transparency [26] can be used to 
visually separate the detail region from its surrounding 
context. 

Design Considerations Related to Ameliorating 
Discrepancies among Visualization, Output, and Input 
Resolutions: 
How to utilize zooming or magnification techniques in 
the application. Possibilities include semantic zoom [2], 
non-distortion lenses or overlays (e.g., [35]), semi-
transparent lenses (e.g., [26]), fisheye views (e.g., [10, 31]), 
or stretchable surfaces (e.g., [33]). 

How to control the level of magnification. Possibilities 
include fixing the magnification level to a single value 
(e.g., [36]), providing “zoom in” and “zoom out”-style 
interaction widgets (e.g., [9]), allowing lenses and/or area-
of-interest indicator objects to be directly resized (e.g., 
[17]), or basing magnification level on the position of the 
magnified view on the surface (e.g., [37]). 

Supporting Diverse View and Value Interactions 
Simultaneously 
When interactive tabletop displays utilize a flexible 
magnification approach, such as a focus+context lens, the 
level of magnification is just one of many view parameters 
[6] that may need to be controlled by the collaborators 
around the table. Each additional degree of freedom offered 
by an interaction technique, such as the position of the lens 
on the table, needs to map to a unique input mechanism so 
that it can be adjusted when necessary. 

 
Figure 1. The relationships among resolutions in 

interactive tabletop systems: high resolution data sets 
(bottom), medium resolution visual display (middle— 

note difficulty in resolving individual nodes), and 
effectively low resolution touch-sensitive input (top), 

due in large part to the “fat finger” problem. 



Additionally, since many of the information visualizations 
that we wish to support make extensive use of interaction, a 
major consideration is how best to facilitate interaction 
with the data values [6] without overloading previously 
used input mechanisms. The design of interaction 
techniques to support tabletop information visualization 
must strike a balance between supporting these view and 
value interactions. 

Selection techniques are highly dependent on the type of 
input afforded by a display. Olwal et al. [25] developed two 
families of techniques for zooming and selection on single-
touch displays: rubbing and tapping. Neither technique uses 
on-screen cues, but both combine previous techniques that 
include an offset cursor (a take-off) [28] and zoom 
selection [1]. 

For multi-touch and vision-tracked input devices, Benko 
et al. developed a single-finger (SimPress) and several 
dual-finger techniques including cursor offset and zoom 
techniques [3]. Empirical studies have confirmed the 
usefulness of these dual-finger approaches for zoom 
selection [1]. Pointing Lenses offer another option, using 
pen pressure as a cue to increase both visual and motor area 
under the cursor [29]. 

One well-known approach combines both focus+context 
lenses and interaction into one technique: Toolglasses and 
Magic Lenses [4]. These tools can not only visually 
enhance (e.g., magnify or highlight) underlying information 
but also allow interaction through the lens to create desired 
effects in the interface. 

Gutwin and Skopik showed that navigation and efficiency 
of interaction were improved by the use of detail-in-context 
techniques in representations where magnification was 
required [12]. Nacenta et al. compared the ability of 
different tabletop interaction techniques to support 
collaboration and awareness [23]. 

Design Considerations Related to Supporting Diverse 
Interaction Techniques: 
How to enable interaction with the magnified values. 
Possibilities range from allowing only passive viewing of 
the data (e.g., [26]) to tool-based interaction with pre-
determined functionality (e.g., [4]) to direct interaction 
through the lens using the same techniques available 
elsewhere on the surface (e.g., [17]). Several of these 
options might be combined into a single interaction 
technique. 

How to control the parameters of the magnified view 
(e.g, its position and size) while supporting interaction 
with the lens’ contents. Possibilities include: fixing one or 
more of the parameters (e.g., tracking the interaction point 
with the focus visualization [29]), providing interface 
widgets to toggle among interaction modes (e.g., [9]), or 
leveraging multi-finger or multi-touch input (e.g., [1, 3]). 

Facilitating Face-to-Face Collaboration 
Supporting face-to-face collaboration is a key aspect of 
tabletop computing that distinguishes it from previous 

interaction paradigms. Recent work has explored the role of 
information visualization on touch-sensitive devices with a 
focus on collaboration [14]. This research highlights the 
need for collaborators to easily share their discoveries or 
views of a data set. 

Two of the most significant challenges in supporting face-
to-face collaboration on interactive tabletops are that group 
members share a common visualization surface and that 
they can sit or stand at various locations around a table 
[19]. As a result, tabletop applications cannot be 
constructed using the single-user interaction paradigms 
established on the desktop, nor can they assume a direction 
that will consistently be perceived as “up” among all 
people using the system. While these design constraints do 
not adversely impact informal applications like photo 
sharing (e.g., [34]), they become problematic when trying 
to support structured collaborations, such as scientific data 
exploration. 

Design Considerations Related to Facilitating Face-to-Face 
Collaboration: 
Whether to treat magnification and rotation as surface-
wide or portal-based interactions. Possibilities include 
treating the entire surface as a single, stretchable and/or 
rotatable sheet (e.g., [33]), providing tools to manipulate 
the scale and orientation of individual objects (e.g., [20]), 
or providing individual magnification lenses (when needed) 
for each collaborator (e.g., [35]). 

How to support multiple orientations of the magnified 
region to support participants standing around different 
sides of the table. Possibilities include allowing free focus 
rotation (e.g., [27]), automatically rotating the magnified 
region based on its location on the table (e.g., [34]), or off-
loading the magnified region onto a secondary or handheld 
device (e.g., [32]). 

 

Based on these design considerations, we created two 
interaction techniques, each comprising a unique 
combination of features not seen in previous systems. 
Although we acknowledge that our techniques draw 
extensively from aspects of existing techniques and 
systems, we believe that the novel combination of design 
decisions better situate our techniques for supporting 
scientific information exploration, balancing among the 
many nuanced trade-offs inherent in designing for 
interactive tabletop displays. 

THE I-LOUPE INTERACTION TECHNIQUE 
i-Loupe is a lens-based interface that provides visual 
magnification of a region of interest, as well as an enlarged 
surface for affecting arbitrary, touch-based interactions 
with the underlying objects. The i-Loupe has two principal 
components: a base that indicates which region of the 
visualization is selected for interaction, and a focus where 
the chosen visualization region is made available for more 



detailed interaction (Figure 2).1 The i-Loupe serves as a 
portal into the visualization; it enables all of the touch-
based interactions available on the underlying visualization, 
but at a higher resolution. In the language of the previous 
design considerations, the i-Loupe features non-distorting 
magnification with some properties of semantic zoom, 
primarily utilizes direct-manipulation and relative 
component sizing to control the level of magnification, 
enables full touch-based interaction with the underlying 
visualization, uses a frame-and-content metaphor to 
provide a distinction between view and value interactions, 
and facilitates collaboration by providing portal-based, 
free-focus rotation capabilities. 

We incorporated the i-Loupe into an existing toolkit for 
creating information visualizations on large, interactive 
displays [15] and have included the technique in several 
scientific visualization applications. 

i-Loupe and the Resolution Discrepancy Problem 
In its simplest form—when the base and focus are the same 
size—the i-Loupe provides a straightforward mechanism 
for duplicating the visualization contents beneath the base 
region to a more conveniently located display position (or 
space), similar to the Shadow Boxes technique [35]. In this 
case, the magnification factor between focus and base is 
1×, as shown in Figure 3(a). Changing the focus or base 
size results in changes to the focus magnification, as 
illustrated in Figures 3(b) and 3(c). The degree of 
magnification provided in the focus is computed as the 
ratio between the widths of the two regions. (In our 
implementation, base and focus components’ aspect ratios 
are fixed.) 

This interaction provides a direct magnification control 
where the interaction is coupled with the magnification, 

                                                             
1 The figures in this section are screen captures from an 

application that provides space-filling radial visualizations of 
clustered gene expression data that we developed together with 
biologists at our institution. To reduce visual clutter, we have 
omitted node labels. 

thereby enabling an approximation of the degree of 
magnification at a glance (Figure 3). However, this 
magnification control is insufficient in itself. That is, for 
truly massive data sets or for a densely packed region of a 
visualization, there is not always enough screen space 
available to sufficiently enlarge the focus to support touch 
interaction within the focus at a pixel resolution. As a 
result, we augmented the focus size magnification 
interaction with “+” and “−” controls on the focus’ border. 
These controls allow the magnification ratio to be increased 
or decreased multiplicatively, making it possible to quickly 
reach extremely high magnification factors (e.g., 80× 
normal resolution). To prevent the base from shrinking out 
of visibility at extreme magnifications, a pre-established 
minimum base size is enforced. Beyond this size, the areas 
in the base visualization that are no longer shown in the 
focus are de-saturated and reduced in brightness. 

i-Loupe and Interactive Information Visualizations 
With the magnification provided by the i-Loupe, touch-
based interaction is less awkward. Figure 4 shows how the 
i-Loupe enables the selection of a graph node through the 
focus that would otherwise be too small to touch. Any 
interaction that is available within the context visualization 
is also available through the focus. Thus, fine-grained 
interaction with, organization of, and adjustments to the 
visualization can be performed in the focus, with the results 
instantly reflected in the surrounding context visualization. 

Conversely, one might wish to make annotations that are 
not always fully visible, so as to avoid obstructing 
important areas of the visualization. In this case, choosing a 

 
(a) Base and focus are of equal size; no magnification. 

 
(b) Smaller base; magnification factor of 2×. 

 
(c) Larger focus; magnification factor of 2×. 

Figure 3. i-Loupe magnification is based on the 
relative size between the base and focus. 

 
Figure 2. The two primary components of the 

i-Loupe lens, the base and the focus, each defined 
by its center, size, and rotation. 



more extreme magnification level for the focus results in an 
annotation that is visible as only one or two pixels in the 
context visualization (Figure 5). Since we prevent our 
vector-based annotation markings from rendering smaller 
than a single pixel at normal magnification, they are in 
effect elided—filtered with residual evidence of their 
presence. Even with a small presence in the context 
visualization, their content is still readily retrievable with 
the i-Loupe. 

i-Loupe and Face-to-Face Collaboration around 
Tabletop Displays 
We designed the i-Loupe to be orientation-agnostic in order 
to foster co-located collaboration around the tabletop 
surface. The border regions of the i-Loupe base and lens 
components both feature a combination of translate-only 
and rotate-n-translate [20] interaction areas, making it easy 
to quickly re-position or re-orient the components to 
experience a new perspective on the underlying 
visualization. 

If one member of a group is examining a visualization 
detail and wants to share a discovery with a colleague, he 
or she can create an i-Loupe instance, move the new base to 
the region of interest, and pass the focus over to the other 
person. Here, all the considerations of orientation as a 
communication facilitator come into play, and the focus 
can be passed using the lens’ integrated rotation and 
translation capabilities [20]. This design allows the focus to 
be passed to the colleague in the orientation best suited for 
their viewing. Based on this interaction, both people can 
view the same visualization segment (using multiple 
i-Loupe instantiations, if necessary), even though they may 
be standing on different sides of a shared tabletop surface. 

IPODLOUPE, A HANDHELD, MULTI-TOUCH 
INTERACTION LENS 
While the i-Loupe provides a valuable set of affordances 
for interacting with high-resolution visualization data in a 
collaborative context, there are still some drawbacks to the 
approach. The most notable limitation is that the i-Loupe’s 
lens component obscures at least some display space to 
provide an interaction portal. Consequently, we created an 
alternate version of the i-Loupe that illustrates different 

choices from among our design considerations. In this 
technique, the lens component is off-loaded onto a multi-
touch handheld computing device. We call this lens an 
iPodLoupe because it is based around the interaction and 
networking capabilities of an Apple iPod Touch device. 

Unlike prior systems that coupled a handheld device with a 
large display (e.g., Chameleon [8], Total Recall [13], the 
a-Book Interaction Lens [22], or Ubiquitous Graphics 
[32]), iPodLoupe is not an augmented reality system that 
seeks to overlay virtual content on the physical world. In 
fact, the iPodLoupe application does not seek to track the 
iPod Touch’s absolute position in 3D space at all, which 
reflects a design decision that we explicitly made in the 
interest of supporting face-to-face collaboration around our 
interactive tabletop surface. With iPodLoupe, the position, 
magnification, and orientation of the high-resolution 
viewport into the information visualization are controlled 
through explicit interactions on the iPod device or by 
manipulating the corresponding base component on the 
tabletop surface. In contrast to the a-Book’s Interaction 
Lens [22], for example, this design allows a collaborator to 
pass an iPodLoupe across the table to her colleague without 
disrupting the magnified region of interest that is displayed 
on the device’s screen. 

iPodLoupe and the Resolution Discrepancy Problem 
The iPodLoupe replicates the functionality of its tabletop-
based counterpart, with two main differences: the focus is 
rendered only on the handheld device, and the handheld 
component of the system takes advantage of the multi-
touch and accelerometer-based input capabilities of the 
iPod Touch. The rendering of the base is modified to more 
closely represent the form factor of an iPod and the entire 
“frame” around this virtual device’s screen can be used to 
drag the base around the table, enabling quick changes to 
the location and orientation of the magnified view. The 
other interface components used in the i-Loupe lens (e.g., 
the “+” and “−” controls on the focus frame) are also 
included in the iPodLoupe’s lens interface (Figure 6). 

Like the i-Loupe, the iPodLoupe addresses the resolution 
discrepancy problem by providing a display and interaction 
surface at a higher resolution than the native tabletop 

 
Figure 4. i-Loupe selection in the focus region 

with a 35× magnification factor. 

 

 
 

Figure 5. Creating an annotation with the i-Loupe that is 
unobtrusive—but still visible—at normal scale. 



surface. When a small region of interest from the tabletop 
visualization is displayed on the device, it is possible to see 
more detail and manipulate items at a much finer scale than 
is possible on the tabletop surface. Since the display size of 
the handheld device is fixed, the relative magnification of 
the lens system is determined solely by the size of the base 
component on the interactive tabletop display. 

iPodLoupe and Interactive Information Visualizations 
Not only does iPodLoupe minimize the degree of visual 
distraction on the tabletop display by off-loading the lens’ 
focus region to a secondary device, but the multi-touch and 
physical sensing capabilities of the iPod Touch also help to 
give primacy to the interactive capabilities of the 
underlying visualization. The iPodLoupe interface includes 
only three UI widgets: “+” and “−” buttons for rapidly 
zooming in and out and a toggle-style button to enable or 
disable annotation mode. Single-touch inputs anywhere 
else on the device’s screen are captured and sent over the 
wireless network to the tabletop to be relayed on to the 
visualization application, providing a nearly full-screen 
surface for directly interacting with the visualization data. 

The iPodLoupe’s position, orientation, and magnification 
are controlled by multi-touch gestures and sensed physical 
inputs (i.e., accelerometer-measured device orientation). 
Panning the viewport is accomplished by dragging two 
fingers side-by-side across the screen in any direction or by 
tilting the entire device in the palm of the hand (e.g., [30]). 
The viewport orientation can be changed by rotating two 
fingers around an imaginary pivot point. Adjustments to 
magnification are made using the “pinch” and “stretch” 
gestures commonly found in other multi-touch systems. 

Additionally, the iPodLoupe base component on the 
tabletop allows all of the same manipulations as its i-Loupe 
counterpart. This combination of design features take 
advantage of many of the unique affordances of the iPod 
Touch hardware and provide an enormous degree of 

flexibility in specifying the area of interest and degree of 
magnification. However, the most direct form on 
interaction with the device—single-touch input—is 
dedicated to interacting with the data, not re-directed to 
control the configuration of the lens. 

iPodLoupe and Face-to-Face Collaboration around 
Tabletop Displays 
Because iPodLoupe off-loads the lens component onto the 
iPod device, the magnified area of the visualization can be 
easily manipulated as a tangible artifact above the tabletop 
display surface. This design enables side-by-side 
comparison of the visualization data and co-located 
collaboration without requiring any particular interface 
support, since the device itself can be passed among 
collaborators and re-oriented as needed. 

To prevent confusion about who controls each iPodLoupe 
base component, we color-coded each of the iPodLoupe 
base–lens pairs: the color of each base component matches 
the border and UI widgets rendered on each iPod display. 
This design helps people around the table identify 
individual activity based on the color in which each base 
component is rendered. 

EMERGENT INTERACTIONS 
Although we explored particular decisions from among our 
design considerations as a consequence of the specific tasks 
that we wanted to support, we observed a number of 
unanticipated interactions that our techniques support as a 
result of these decisions. The presence of these emergent 
interactions suggests that the nuanced design decisions and 
trade-offs in this domain do, in fact, significantly affect the 
overall user experience. 

The i-Loupe as Both Precision Instrument and 
Collaboration Overview 
The relative magnification approach used by both the 
i-Loupe and iPodLoupe enables quick adjustment of the 
focus region’s magnification factor and, as a result, the 
level of display detail and touch-based input precision that 
can be achieved. However, relative magnification also 
enables additional capabilities. 

While testing our i-Loupe prototype, we discovered that the 
lens’ base component can be quickly enlarged using the 
“−” button, allowing it to grow larger than the focus. If the 
context visualization extends beyond the available screen 
space, the i-Loupe can be used as an interactive overview 
window (Figure 7), providing similar capabilities as Radar 
Views, which have been shown to be powerful tools for 
collaboration [11]. 

The iPodLoupe as a Zoomable User Interface Appliance 
When exploring an information space using iPodLoupe on 
an iPod Touch, the multi-touch pan-and-zoom navigation 
capabilities provide the same “infinite canvas” experience 
of zoomable user interface (ZUI) systems like Pad++ [2]. 
Additionally, because our rendering engine creates a visual 
display at the highest possible resolution on the handheld at 
any zoom level, the experience of zooming into an object to 

 
Figure 6. The iPodLoupe lens, overlaid on a tabletop 

displaying several PhylloTree visualizations [24]. 
Although similar to the i-Loupe in function and 

design, iPodLoupe differs in two ways: (1) the focus 
component exists only on the handheld, and (2) the 

iPod enables gestural, multi-touch input. 



gain progressively more detail resembles semantic 
zooming. 

While we do not support all of the advanced features of 
dedicated ZUI platforms (e.g., hyperlinks, bookmarks, and 
animated transitions between views), our multi-device 
implementation does offer one important advantage over 
interacting with a ZUI on a desktop. Because the 
iPodLoupe always displays a subset of the larger 
visualization space displayed on the tabletop, it is much 
more difficult to become lost in the infinitely zoomable 
interaction space displayed on the iPodLoupe. If one 
becomes disoriented, she can refer to the iPodLoupe’s base 
component on the table to re-orient herself. The base 
component on the tabletop can also be used to resize and 
re-position the area of focus without having to first zoom 
all the way out on the handheld. 

CONCLUSIONS AND FUTURE WORK 
We provide three main contributions in this paper. 

First, we describe a set of practical design considerations 
for interactive lenses from which future visualization tools 
and interaction techniques might be designed. These design 
considerations articulate decisions that must be made in 
three primary areas: resolving resolution discrepancies 
between the visualized data, the display output, and the 
touch-sensitive input layers; supporting a variety of view 
and value interaction techniques; and facilitating face-to-
face collaboration. Since different mappings of these 
parameters to interface elements can produce drastically 
different experiences, we anticipate that these design 
considerations might serve as a useful resource for 
visualization designers when considering the trade-offs 
inherent in different visualization applications or using 
different underlying display and input technologies. 

Second, we demonstrate two different interaction 
techniques, i-Loupe and iPodLoupe, that both provide 
holistic solutions to the challenges of supporting co-

located, collaborative information exploration on large, 
interactive tabletop displays. Each of these systems 
illustrate different design choices from among our design 
considerations, resulting in different user experiences, but 
enable the same functional capabilities: 

• exploration of detailed areas of interest within a large, 
high-resolution visualization; 

• flexible levels of magnification for a variety of 
information exploration tasks; 

• direct, general-purpose touch interaction and annotation 
of elements of the visualization at resolutions far finer 
than the resolution of a fingertip; and 

• comparison of multiple visualization regions, even at 
different orientations or when displayed on a tabletop 
surface lacking a consistent notion of “up.” 

Finally, we present systems that more closely match 
scientists’ information exploration practices than existing 
approaches. Our systems achieve this goal due to the 
design decisions we made: allowing direct interaction with 
and annotation of fine-grained data, providing flexible 
rotation for co-located collaboration and side-by-side data 
comparisons, and a suite of interactions for controlling the 
lens parameters that do not consume much visual space or 
require use of a fixed number of input devices (in the case 
of i-Loupe). 

This research represents an important step in overcoming 
some of the limitations of current tabletop systems in 
supporting real-world work. While the design of our 
techniques draw heavily from different aspects of existing 
systems, much of the research value is in the articulation of 
significant design considerations as a resource for creating 
more flexible, robust, and practical user experiences on 
interactive tabletop displays. We do not claim that these are 
the only design considerations that might play a role in the 
design of collaborative information visualizations on 
interactive tabletop displays, nor have we been able to 
present an exhaustive analysis of the relative strengths and 
weaknesses of the design solutions to these challenges in 
this short conference paper. We look forward to examining 
this design space in detail and unpacking the more nuanced 
implications of various design decisions on individual and 
collaborative use of tabletop-based information 
visualization tools as part of our future work. 
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