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Abstract—The IEEE 802.16j standard has been developed to
provide performance enhancement to the existing IEEE 802.16e
network by incorporating the multihop relay (MR) technology.
However, frequent handoffs and low spectrum-utilization issues
that were not encountered in IEEE 802.16e may be incurred in
IEEE 802.16j. The relay station (RS) grouping is one optional
mechanism in the IEEE 802.16j MR standard to overcome these
problems. The concept of RS grouping is to group neighboring
RSs together to form an RS group, which can be regarded as a
logical RS with larger coverage. In this paper, we investigate RS
grouping performance enhancement in terms of throughput and
handoff frequency. This paper designs an RS grouping algorithm
to minimize handoffs by utilizing a greedy grouping policy: RS
pairs with higher handoff rates will have higher priority for
selection. The simulation results show that the handoff frequency
of the considered MR network can significantly be reduced, and
suitable RS grouping patterns can be derived using our grouping
algorithm. In addition, we propose two centralized scheduling
policies, i.e., the throughput-first (TF) policy to maximize the
system throughput and the delay-first (DF) policy to minimize the
average packet delay. By integrating our RS grouping algorithm
and centralized scheduling algorithms, the simulation results in-
dicate that, for the case of fixed users, groupings with smaller
group sizes can result in better throughput performance. However,
when user mobility is considered, the throughput value increases
as the group size increases. Furthermore, we also show that the DF
policy can both minimize the average packet delay and provide the
fairness property among users with different traffic loads.

Index Terms—Grouping algorithm, IEEE 802.16j, multihop
relay (MR), scheduling policy, WiMAX.
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I. INTRODUCTION

NCORPORATING the multihop relay (MR) technology

[25], the IEEE 802.16] MR standard [14] has been devel-
oped to provide throughput improvement, coverage extension,
and capacity enhancement to the existing IEEE 802.16e pro-
tocol [1]. By deploying relay stations (RSs), the end-to-end
communication quality between base stations (BSs) and mobile
stations (MSs) can be improved without high infrastructure
deployment costs. In particular, it becomes possible to forward
data to an MS using a high transmission rate in line-of-sight
(LOS) conditions through an MR path to avoid the nonline-
of-sight (NLOS) direct (i.e., single-hop) transmission with
bad channel quality. In addition, spatial reuse [19] is another
promising approach that can be employed in IEEE 802.16j
MR networks to improve spectral efficiency. Based on the
centralized scheduling, spatial diversity gain can be achieved if
multiple simultaneous transmissions using the same bandwidth
resources are realized within the same BS cell.

Although IEEE 802.16j has the potential to provide substan-
tial performance enhancements, several issues that were not
addressed in IEEE 802.16e may be encountered. For example,
frequent handoffs may occur during the movements of MSs
since the RS cells are smaller than the BS cells. Moreover, the
unbalanced resource allocation of different RSs may result in
inefficient spectrum utilization. To avoid the consequent perfor-
mance degradation, RS grouping has been identified as an op-
tional mechanism in the IEEE 802.16j standard. The main idea
of RS grouping is to put adjacent RSs together to form an RS
group, wherein the RS members are required to simultaneously
receive and transmit the same data. From the MSs’ viewpoint,
the RS group can be regarded as a logical RS with larger
coverage. Therefore, the handoff frequency can be reduced
since no handoff procedure would be triggered, even when an
RS crossing event within the RS group occurs. In addition, since
the radio resources of the RS members are aggregated together,
the resources can then be more flexibly and efficiently allocated
to achieve higher spectrum utilization. However, to the best of
our knowledge, no RS grouping strategy has been proposed or
discussed in the literature. We argue that different grouping cri-
teria may lead to various performance results. Specifically, uti-
lizing a smaller RS group size is advantageous to spatial reuse,
because more RS groups can perform simultaneous transmis-
sions at the same time and frequency. Thus, improved average

0018-9545/$26.00 © 2010 IEEE



2186

(@)
'é‘\/f 2
o <

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 5, JUNE 2010

@) Relay link
<€ = = =P Access link

(@) ()

A i A .
i - » ‘
MS1 .
), ..-> RS 2 \* RS3T S 0
% MR-BS S ms 3 & ms4

MS 2

Fig. 1. Sample topology of IEEE 802.16j MR networks.

system throughput can be expected. However, a smaller RS
group size may also lead to higher packet loss rate due to more
frequent handoffs between RS groups. In conclusion, when
implementing the RS grouping mechanism in IEEE 802.16j
MR networks, the performance tradeoff between throughput
and handoff frequency should seriously be considered.

In this paper, we analyze grouping strategies for RS-
grouping-enabled IEEE 802.16j MR networks and propose
an efficient RS grouping algorithm to minimize the handoff
frequency. As we have pointed out, RS grouping strategies will
also influence the throughput performance. To investigate the
impacts of RS grouping on the IEEE 802.16j system through-
put, we design two centralized downlink (DL) scheduling
policies for RS-grouping-enabled IEEE 802.16j MR networks.
One of these two scheduling policies aims to maximize the
system throughput, and the other is to minimize the average
packet delay. The throughput estimation results under different
grouping configurations can assist network service providers
to choose the most appropriate settings of grouping factors
(e.g., group size). Notice that the spatial reuse concept is
considered during the scheduling procedure to improve spectral
efficiency. By integrating our proposed RS grouping algorithm
and centralized scheduling policies, the simulation results show
that the throughput and delay performance can be improved
in addition to the significantly reduced handoff frequency. The
main contribution of this paper is to propose the first integrated
algorithmic framework that can be utilized to investigate the
performance interaction between RS grouping and resource
scheduling for IEEE 802.16j MR networks.

The remaining parts of this paper are organized as follows:
In Sections II and III, we give an overview of the IEEE 802.16j
standard and a discussion of the IEEE 802.16j RS grouping
mechanism, respectively. Section IV presents an RS grouping
strategy analysis and details our proposed RS grouping al-
gorithm. In Section V, two efficient centralized DL schedul-
ing policies for IEEE 802.16j MR networks are addressed.
The performance evaluations of our grouping algorithm and
scheduling policies are presented in Section VI. Section VII
summarizes the related work. Finally, we conclude this paper
in Section VIII.

II. TEEE 802.16j MULTIHOP RELAY NETWORKS

A. Network Architecture

The IEEE 802.16j standard is expected to enhance the
system performance of IEEE 802.16-based networks through
multihop-relaying technologies. A typical topology example of
IEEE 802.16j MR networks is shown in Fig. 1. In this network,

an MS can access the MR-BS either through a multihop-
relaying path (e.g., MS1, MS3, and MS4) or directly (e.g.,
MS2). In addition, a station (BS or RS) is called an access
station if it provides network attachment functionality to a given
MS or RS. On the other hand, an RS is a subordinate RS of
another station if that station serves as the access station for
that RS. For instance, RS2 is the access station of RS3, and
RS3 is a subordinate RS of RS2. The wireless links that directly
connect access stations with their respective subordinate RSs
are called relay links, whereas the links between MSs and their
corresponding access stations are known as access links. Since
an RS can only be subordinated to one station, the MR-BS and
the RSs in this MR network form a tree-based MR topology.
Note that it has been shown that the throughput decreases as the
number of hop counts increases [7]; thus, we only investigate
two-hop IEEE 802.16j networks in this paper.

B. Frame Structure

The frame structure of IEEE 802.16j MR systems is extended
from that of IEEE 802.16e networks, which also adopt or-
thogonal frequency-division multiple access (OFDMA) as the
primary channel access mechanism for NLOS communication.
The basic unit of resource for allocation in OFDMA is a slot,
which comprises a number of symbols in the time domain
and one subchannel in the frequency domain. The timeline is
divided into contiguous frames, each of which further consists
of a DL and an uplink (UL) subframes. In IEEE 802.16j, the DL
and UL subframes shall include one access zone for MR-BS «
RS and MR-BS « MS transmissions and may include one relay
zone for RS < subordinate MS transmissions, respectively.

III. TEEE 802.16j RELAY STATION
GROUPING MECHANISM

Although deploying RSs in IEEE 802.16 networks can pro-
vide significant throughput or coverage enhancements, several
issues regarding the relaying architecture of IEEE 802.16j
should be addressed. These issues include frequent handoffs,
redundant control overhead, and low spectral efficiency. It is
perceived that these issues will result in unpredictable perfor-
mance reduction for IEEE 802.16j MR networks. Therefore,
the IEEE 802.16j standard provides the optional RS grouping
mechanism to reduce the impacts of these issues. The concept
of an RS grouping is that adjacent RSs could be grouped
together as an RS group, which acts as a virtually regular
RS to its associated MSs. The grouping criteria are decided
by the controlling MR-BS, based on the targeted performance
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Fig. 2. Modified IEEE 802.16j DL subframe structure for supporting RS
grouping.

requirement. Note that the coverage of an RS group is larger
than that of its regular member RSs, and no handoff event would
be triggered, even though an RS-cell crossing event within the
same RS group occurs. Consequently, the MSs under the RS
grouping mechanism will experience lower handoff probability.
On the other hand, MR-BSs can manage RS groups using only
one set of control header; hence, the control signal overheads
are reduced. Finally, the radio resource (i.e., the relay zone) of
each member RS can be aggregated and shared by all the MSs
under the corresponding RS group so that the spectral efficiency
is improved.

For the DL operation, the member RSs of a group should
be configured to transmit equivalent data signals to the same
MS. Thus, the subordinated MSs can receive the best quality
signal within the group, no matter where they are located. This
operation is also called cooperative transmission, because the
member RSs will form a virtual antenna array to exploit macro-
diversity. On the other hand, the diversity combining of the
information received by the member RSs of an RS group can
be performed in the UL situation. Both the DL and UL diversity
gains can be achieved under a centralized scheduling scheme by
keeping the MS list of each RS group at the respective MR-
BS. Therefore, the RS grouping mechanism is reasonable in
improving the data-transmission rate.

To support an RS grouping, the original IEEE 802.16j frame
structure should be modified (see Fig. 2 for the modified DL
subframe). Specifically, access zones should handle the trans-
missions between BSs and RS groups, whereas relay zones
should handle the transmissions between RS groups and sub-
ordinate MSs. From the mobility management point of view,
we note that implementing RS grouping will not incur extra
costs to IEEE 802.16j. As previously mentioned, for movement
between the RS cells of an RS group, an MS will not initiate the
handoff procedure. The MS CDMA periodic ranging process
with aggregated ranging subchannel allocation [13] can be
employed to handle the RS reselection during intra-RS-group
movement. On the other hand, when the MS roams from an RS
group to another RS group, since an RS group can be seen as
a legacy BS, the conventional MAC layer handoff procedure is
directly applied for this scenario.

IV. OUR PROPOSED RELAY STATION GROUPING
ALGORITHM FOR IEEE 802.16] MULTIHOP
RELAY NETWORKS

This section proposes an IEEE 802.16j RS grouping algo-
rithm to reduce the handoff frequency of mobile users under
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prescribed IEEE 802.16j MR network performance require-
ments. The system assumptions and the concept of our pro-
posed algorithm are described in the first section. Then, the
proposed algorithm is discussed as a three-phase procedure in
the succeeding sections.

A. System Assumptions and the Concept
of Our RS Grouping Algorithm

To accommodate general scenarios, our algorithm makes
no assumptions of the underlying IEEE 802.16j] MR network
topology, the user mobility behavior, and/or the packet traffic
pattern. Specifically, within a considered BS, the IEEE 802.16;
RSs can arbitrarily be deployed, and the coverage area of each
RS can be irregular. In addition, the MSs within the considered
BS can randomly move. In such an arbitrary environment, we
only require that the handoff-rate information between each two
RS cells should be available. The handoff rate between two RS
cells, i.e., RS cell 1 and RS cell 2, is the total rate that the
resident MSs hand off from RS cell 1 to RS cell 2 or from RS
cell 2 to RS cell 1. Note that the handoff-rate information can
simply be derived from the statistical data that are collected by
the network service providers.

To design the RS grouping algorithm in our considered envi-
ronment, we first specify the factors that may affect the group-
ing result. First, the group size is a factor that has the potential to
influence the spatial diversity gain and the handoff frequency. It
can be observed that utilizing a smaller group size will result in
more RS groups. Such a grouping policy is beneficial to spatial
reuse, although it causes higher handoff frequency. On the other
hand, a larger group size has reverse effects on the spatial reuse
and the handoff frequency, respectively. In addition to group
size, the selection order of group members is also significant
to the grouping strategy design. Even with the same group
size, different grouping orders may lead to different numbers
of handoff events. Once an RS grouping layout is provided
by applying the most desired group size and grouping order,
determining which set of RS groups to simultaneously transmit
data further critically impacts the spectrum efficiency. In this
paper, we define an activation set as a particular set of RS
groups, which can transmit data to their respective resident MSs
at the same time and frequency without interference. Clearly,
the assignment of activation sets is another important factor
that should be considered in the design of the RS grouping
algorithm.

Taking all the preceding factors into account, we propose our
RS grouping algorithm, which contains three phases, as shown
in Fig. 3: 1) grouping phase; 2) activation-set-assignment
phase; and 3) scheduling-simulation phase. Based on the
handoff-rate information, the grouping phase first constructs the
handoff-minimizing RS grouping result for a preferred group
size. Then, the grouping phase generates the adjacency matrix
of the constructed RS groups. Based on the adjacency matrix,
the activation-set-assignment phase assigns each RS group to an
activation set to enhance the spatial diversity gain. Afterward,
in the scheduling-simulation phase, the DL transmission simu-
lation is executed for the given grouping result with determined
activation-set assignment. By comparing the performance gains
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Algorithm 1 THE PROPOSED RS GROUPING ALGO-

RITHM
- Input:
-« (the set of RSs within a considered BS), H (the handoff-rate matrix of the RSs in ).

Quitput:
: €2 (the desired grouping result with determined activation set assignment).

R R B SRR -

- Initialization:

S0 NIL;

s key 0

100 M — rows[HJ;

11:

12: Procedure:

13: fori — L to M do

14 Ty, A — Grouping(a, H,i);
150 €4 — AclivationSel{A;)
16: S «— Scheduling{T';, Q,
170 ifw(S;) > key then

18: key — w(S5;);

o %

19: 0 —
20:  end if
21: end for

of the scheduling results from different preferred group sizes,
network service providers can finally choose the most favorable
grouping result with the associated activation set assignment as
their IEEE 802.16] MR network configuration.

The operation of our RS grouping algorithm is depicted in
Algorithm 1, where two input parameters, i.e., the set « of all
the RSs within a considered BS and the handoff-rate matrix
H of the RSs in «, should first be provided. In H, the entry
H{i][j] represents the total handoff rate between RS cell i
and RS cell j. After variable initialization, the three algorithm
phases at lines 14—16 are repeated for each preferred group
size. Then, at line 17, the weighted function w(.S;) calculates
the weighted performance gain for a simulation result S;.
The highest performance gain is recorded in key at line 18,
and the best grouping result with determined activation set
assignment is stored in (2 at line 19. When Algorithm 1 termi-
nates, the desired grouping result can thus be obtained. In the
succeeding sections, we individually present the details of each
phase.

B. Grouping Phase

The operation of the grouping phase is shown in
Algorithm 2 and is explained as follows: According to the

Algorithm 2 Grouping(a, H, X))

Input:
« (the set of RSs within a considered BS), H (the handoff-rate matrix of the RSs in o), X (the preferred
group size),

8o

=

Qutput:
I (a set of constructed RS groups {g1. 2. ... gn. .. }). A (the adjacency matrix of the constructed RS
groups in IT').

7: Initialization:
8 T'emp, — o)
9 M «— rows[IT];
10: n o« 0;

12: Procedure:

13: /* Bach RS group is constructed based on the handoff-rate matrix //. */

14: while there exist pairs of ungrouped adjacent RSs in T'emp, do

15 nen|l;

16:  Find the ungrouped adjacent RS pair (e, b) that has the highest handoff rate //|a|[b|;
17: it a.TotlTR(Tempa) = b.ToliTR(Temp,,) then

18: Remove a from Ternp, and add it into the nth group g,,:

19: else

20: Remove b from 7'emyp,, and add it into the nth group ¢,,;

21:  end if

22: while |g,,| < X and group g, has ungrouped neighboring RSs do

23: Find the neighboring RS ¢ with the highest total handoft rate to/from group g,,;
24: Remove ¢ from T'ernp, and add it into ¢,,;

25:  end while

26 Add g, into L

27: end while

28: /* Anisolated RS forms an RS group itself. */

29: while there exists an isolated ungrouped RS d in 7 'ernp,, do
30 ne—n+1;

31:  Remove d from Temp,, and add it into the nth group g,,;
322 Addg, intol;

33: end while

34: /* Initialize the RS-group adjacency matrix A. */

35: fori = 1tondo

36 forj=1tondo

37 Ali][5] < 0;
33:  end for
39: end for

40: /* Compute the RS-group adjacency matrix A. */
41: for b =1to M do
42: fori=1to M do

43: if the handoff rate H|[k][!] > 0, RS k € g; and RS € g; then
44: Alil[j] < 1;

45; end if’

46:  end for

47: end for

functionalities, the RS grouping procedure is partitioned into
four main portions.

1) Input parameters: At the beginning of the procedure
(line 2), three parameters «, H, and X are required as
the inputs, where X denotes the preferred group size.

2) Output results: The outputs of the procedure (line 5) are
the final grouping result ' = {¢1, 92, ..., gn, . - .} and the
adjacency matrix A of the constructed RS groups, where
gn denotes the nth RS group.
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3) Initialization stage: In this stage (lines 8—10), some vari-
ables must be initialized before executing the grouping
procedure. We use T'emp,, to denote the set of ungrouped
RSs within the considered BS. T'emp,, is initialized as «.
Then, we use M to denote the total number of RSs in a.
Moreover, the variable n is initialized as O.

4) Procedure: After initialization, the main grouping proce-
dure is started from line 13 to line 47. Since the purpose
of our algorithm is to minimize the handoff probability,
we introduce a greedy grouping policy, under which RS
pairs with higher handoff rates (provided from H) will
have higher priority to be selected. A detailed description
of the steps is given as follows:

a) Group-construction loop for nonsingle-RS groups
(lines 14-27): This loop constructs RS groups from
the ungrouped adjacent RS pairs. The ungrouped ad-
jacent RS pair with the highest handoff rate is consid-
ered first (line 16). Of this pair, the RS that has a higher
total handoff rate to/from other RSs in T'emp, is
selected to be the starting member of the nth group g,
(lines 17-21). Then, the ungrouped neighboring RSs
of g, are selected to join g, in descending order of
the total handoff rate to/from g,,. This join procedure
(lines 22-25) is repeated until the group size of g,
is equal to the preferred group size X or g, has no
ungrouped neighboring RS. This group-construction
loop is iterated to form RS groups until no pair of
ungrouped adjacent RSs exists.

b) Group-construction loop for isolated RSs (lines 29—
33): This loop constructs RS groups for isolated un-
grouped RSs. Each isolated ungrouped RS forms an
RS group itself (line 31).

¢) Group adjacency matrix initialization (lines 35-39):

Each entry of the group adjacency matrix A is initial-

ized as 0.

Group adjacency matrix computation (lines 41-47):

After initialization, the adjacency matrix A is com-

puted by examining whether a member of a group

g; is adjacent to a member of another group g; (line

43). If yes, the entry A[i][;] is set to 1 (line 44). After

examining all the M RSs, the adjacency matrix A of

the RS groups in I' can be derived.

d

~—

After the preceding grouping procedure, the grouping result
I' and the group adjacency matrix A can be obtained for use in
the subsequent activation-set-assignment phase. We note that
the time complexity of the grouping phase is mainly dominated
by the two nested loops in lines 14-27 and lines 41-47. For
the nested loop in lines 14-27, the numbers of iterations for
both the outer and inner loops are no larger than |a|. On the
other hand, for the nested loop in lines 41-47, the numbers of
iterations for the outer and inner loops are both equal to |«].
Therefore, the overall time complexity of the grouping phase

is O(|a?).
C. Activation-Set-Assignment Phase

Before elaborating on how our activation-set-assignment
phase can generate appropriate assignment results, we first
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RS group 1

RS group 6
(a) (b)
Fig. 4. Activation-set-assignment example.

point out that the number of activation sets significantly affects
the data-transmission performance. Specifically, the fewer the
activation sets, the more RS groups there will be that can
simultaneously transmit data. Consider the RS-group layout
in Fig. 4(a), where its RS-group adjacency graph is shown in
Fig. 4(b). Clearly, the assignment {{g1,93,95},{92,94,96}}
is better than another assignment {{g1, g4}, {92, 95}, {93, 96 } }
since the former assignment contains fewer activation sets and,
thus, has improved spatial diversity gain.

Given an RS grouping result I' and the corresponding adja-
cency matrix A from Algorithm 2, we first derive the adjacency
graph G(V, E), where V represents the set of RS groups, and
E represents the interference relation among the RS groups.
To minimize the number of activation sets, we model the
activation-set-assignment problem as the minimum coloring
problem of G. The rule to color all the vertices of G is that no
two adjacent vertices can share the same color. Based on this
rule, each set of the vertices that are assigned the same color
is equivalent to an activation set. However, coloring G with
the minimum number of colors is known as an NP-hard prob-
lem. To achieve a polynomial computation time, a well-known
greedy coloring algorithm, i.e., the Welsh—Powell algorithm
[6], is adopted in this paper. For the self-containedness purpose,
we briefly summarize the key concept of the Welsh—Powell
algorithm here. First, all possible colors are numbered. Then,
following the descending order of the vertex degree, each vertex
in G is sequentially selected to be assigned a color. When a ver-
tex v attempts to be colored, the first color is examined to check
if it has already been occupied by any of v’s neighbors. If no,
the first color is assigned to v. Otherwise, the next unoccupied
color (by v’s neighbors) is used to color v. This procedure is
repeated for the subsequent vertices until the vertices in G have
all been processed. The time complexity of the Welsh Powell
algorithm is proven to be O(|V|?). This algorithm guarantees
that the number of required colors is at most one more than
the maximum degree A(G) of G. That is, the Welsh—-Powell
algorithm determines at most A(G) + 1 activation sets. Our
activation-set-assignment phase applies the Welsh—Powell al-
gorithm and therefore can assign each constructed RS group
(from the grouping phase) to an appropriate activation set.

D. Scheduling-Simulation Phase

In this section, we characterize the concept of schedul-
ing simulation. By adopting a specific scheduling policy,
scheduling simulations are conducted for the different grouping
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Fig. 5. System model of RS-grouping-enabled IEEE 802.16j MR networks.

results with associated activation set assignments provided
from the grouping and activation-set-assignment phases. From
these simulations, several output measures (e.g., system
throughput and packet delay time) can be derived. The net-
work service providers can evaluate the performance gains of
these grouping results by assigning weighted values to the
respective output measures following their preference rules.
Then, by comparing the weighted indexes from the different
grouping results, the most desirable grouping result can be
determined. In the succeeding sections, the scheduling policies
for RS-grouping-enabled IEEE 802.16j MR networks will be
elaborated upon in Section V, and the representative simulation
results will be presented in Section VI.

V. MULTIHOP CENTRALIZED DOWNLINK
SCHEDULING POLICIES

In the scheduling-simulation phase of our RS grouping al-
gorithm described in Section IV, centralized DL scheduling
policies are required to evaluate the performance gain of a given
RS grouping layout. In this section, we first define the schedul-
ing problem for RS-grouping-enabled IEEE 802.16j MR net-
works. Then, the system description of our considered multihop
network is addressed. Finally, we propose two centralized DL
scheduling policies for IEEE 802.16j MR networks under RS
grouping and spatial-reuse assumptions, with the objectives
of maximizing the system throughput and minimizing the DL
traffic delay, respectively.

A. Scheduling Problem for RS-Grouping-Enabled
IEEE 802.16j MR Networks

Consider the DL transmission of an IEEE 802.16j] MR net-
work with a BS and a set of preconfigured RS groups, as shown
in Fig. 5. Assume that a number of packets from the external
networks are desired to be delivered to MS 1 residing in RS
group g. The BS, which acts as the network gateway for its

Access link
(cooperative link)

served MSs, will first buffer these packets for MS 1 in the
corresponding packet queue. In an appropriate time frame, the
BS will transmit these packets to RS group ¢ through the relay
link transmission. These packets received by RS group ¢ are
also buffered in the packet queue corresponding to MS 1 until
the access link transmission between RS group g and MS 1 is
scheduled in a following frame.

To realize this two-hop relaying operation, the scheduling
procedure should be performed by the BS at the beginning
of each frame. Specifically, the scheduling procedure consists
of two parts: 1) relay link scheduling and 2) access link
scheduling. In the relay link scheduling, the BS selects an
RS group. The relay link between the BS and this RS group
will be activated during the access zone to transmit packets
destined to the MSs residing in this RS group. These packets
will be queued in the RS group for future relaying. On the other
hand, in access-link scheduling, the BS selects an appropriate
activation set of RS groups. The access links between these
RS groups and their respective resident MSs will be activated
during the relay zone for packet relaying. Note that, since the
BS has only one radio transmitter, only one relay link between
the BS and a particular RS group can be activated at a time
in the access zone of each time frame. However, based on the
concept of spatial reuse, more than one access link transmission
can simultaneously be activated in the relay zone.

To resolve the scheduling problem for RS-grouping-enabled
IEEE 802.16j MR networks, scheduling policies should be
employed to decide suitable relay link transmissions in access
zones and access link transmissions in relay zones. Different
scheduling policies may be designed based on different criteria
to meet different system performance requirements.

B. Radio Resource-Scheduling Policies

1) System Model: Consider again the single-BS IEEE
802.16fj MR network in Fig. 5. Using our RS grouping
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algorithm, the RSs in this network are partitioned into a set I"
of RS groups, and the RS groups are classified into a set {2 of
activation sets. The RS groups within each activation set can
simultaneously be activated.

For both the relay link and access link transmissions in the
considered IEEE 802.16j MR network, the Rayleigh-fading
channel model is assumed to be applied in the physical layer.
Letting src(l) be the transmitter and dst(l) be the receiver of
a radio link /, we can compute the transmission rate over the
radio link [ as

Ry = B -log, (1+

sre(l 2
hdstél;‘ 'PWsrc<l>/012v>~ ey

In (1), B denotes the bandwidth (in hertz) of the MR network
spectrum, and PW,,.;) and 012\, represent the transmission
power of src(l) and the variance of signal noise, respectively.
Moreover, hzgigllg in (1) is a circularly symmetric complex
Gaussian random variable. See [28] for a detailed explanation
of the derivation of (1).

During the relay link transmission, the BS adopts the mini-
mum transmission rate among the relay links between the BS
and the selected RS group as the real transmission rate. This is
due to the fact that the RSs within the selected RS group must
correctly receive and decode the data from the BS at the same
time and frequency. In this case, the effective transmission rate
is dominated by the relay link with the minimum rate. Thus, the
transmission rate of the relay link between the BS and an RS
group g can be computed based on (1) as

Rps,g = B -log, (1 ‘1‘\?71,161; ‘h§8’2 : PWBS/U]QV> @

For the access link transmission, although the RS members
in the same RS group should serve a particular MS at the
same time, this signal-combining cooperative transmission with
multiple sources is difficult to implement. Therefore, we adopt a
compromise cooperation scheme called selection relaying [15]
to realize the access link transmission, whereby only the RS
member with the highest signal quality is selected for data
transmission toward a resident MS. Therefore, the transmission
rate between the RS group ¢ and a resident MS j can be derived
similar to (2) as

R, = B -log, <1 + max yh§|2 . PWT/O'?V> Q)
Vreg

In the two proposed scheduling policies that will be described
later, the network queue state is a common parameter utilized to
make the scheduling decision. We denote X jBS (t) as the queue
length of the queue corresponding to MS j in the BS at the start
of time frame ¢. In the RS group g of MS j, every RS member
will also maintain a queue for MS j. However, as previously
mentioned, all the RS members serve MS j at the same time.
Thus, from MS j’s viewpoint, the queues maintained in the RSs
for MS j can be regarded as a logical single queue. We denote
X jg (t) as the length of the logical queue for MS j in RS group
g at the start of time frame ¢.

Note that the RS buffer synchronization for selection relaying
can easily be achieved by utilizing the standard IEEE 802.16j
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ARQ mechanism and by arranging a new multicast informa-
tion element in the DL-MAP. More specifically, when the BS
receives an ACK from an MS indicating the sequence number
of the latest correctly decoded packet, it will, in the next time
frame, announce an additional DL-MAP multicast information
element containing this sequence number to the corresponding

RS group. The obsolete packets at each individual RS buffer

can then be removed accordingly.

2) General Scheduling Procedure of the RS-Grouping-
Enabled IEEE 802.16j MR Network: Recall that the scheduling
procedure should make the decision of the relay link and access
link transmissions of a frame in the relay link scheduling and
access link scheduling, respectively. Although the selection
criteria of these two parts are actually the same under the given
scheduling policy, some detailed processes are different due to
the special characteristics of RS grouping, such as minimum-
transmission rate constraints and selection-relaying cooperative
transmissions. Therefore, we individually detail the procedures
of these two scheduling parts as follows:

Part 1: Relay link scheduling. In this part, the objective of
the scheduler is to activate the most favorable relay link
between the BS and an RS group in I'. For comparison,
we claim that the major task of a scheduling policy is
to assign a weighted index D?L(t) for each RS group ¢
to represent the priority of RS group ¢ to be selected in
the relay link scheduling of time frame ¢. Note that the
implementation of DF"(¢) is dependent on the concerned
performance metrics (e.g., throughput or delay time) of the
scheduling policy. To make the scheduling decision in a
channel-aware manner, the scheduling policy may require
the transmission rate Rps 4 to decide the DE"(t) of RS
group g. Two different approaches are given later in this
section. After both the transmission rate and the weighted
index computations of each RS group, the final target RS
group §(t) for time frame ¢ is selected as follows:

§(t) = argmax { Dy (1)} . @)

In other words, the RS group with the maximum weighted
index will be selected as the target RS group. During the
target RS group selection, the set I 4(t) of MSs whose data
bursts will be delivered to the chosen RS group ¢§(t) should
also be identified. This MS identification is based on the
underlying performance metrics as well. Following the
scheduling result, the data bursts belonging to these MSs
inl 4(t) are scheduled in the access zone of the time frame
t for transmission to (). All RS members of §(t) should
receive and buffer the data for the purpose of second-hop
transmission.

Part 2: Access link scheduling. To achieve simultaneous access
link transmissions in each time frame, the scheduler is
responsible for selecting an appropriate activation set and
the corresponding target MSs in access link scheduling.
Likewise, a scheduling policy is also needed to assign a
weighted index D?L(t) for each RS group g to denote the
priority of RS group ¢ to be selected in the access link
scheduling of time frame ¢. The transmission rate R, ; may
also be required to decide the D?L (t) of RS group g by the
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scheduling policy. Since the activation set assignment is
provided a priori, the activation set ¢(¢) with the maximum
total RS group weighted indices can be selected from §2 for
transmission at time frame ¢, i.e.,

9(t) = arg max % Dy(t) o - %)
g

Regarding the choice of MSs to be served in the access
link scheduling, we denote j,(t) as the MS residing in
RS group g € é(t) whose packets will be transmitted over
the selected cooperative access link at time frame ¢. In the
following two proposed scheduling policies, the respective

}g (t) are provided in (8) and (14).
3) TF Scheduling Policy: Different scheduling policies may
be applied in the scheduling procedure to provide the different
definitions of the weighted indices D™ (¢) and D" (t) and the

MS selections I,(t) and j,(t) based on their respective per-
formance criteria. Similar to the throughput-optimal scheduling
policy mentioned in [11], we introduce a throughput-first (TF)
scheduling policy, which is compatible with the scheduling
procedure described in Section V-B2. The objective of the TF
policy is to achieve the maximum system throughput for our
considered IEEE 802.16j MR network.

Consider the scheduling procedure using the TF scheduling
policy. Let A, be the set of MSs residing in the same group g.
In the relay link scheduling of time frame ¢, the weighted index
D?L (t) of a group g € T is defined as

DiM(t) = Rpsg »_ XPS(t) (6)

jeA,

where Rps 4 is computed from (2). In access link scheduling,
the weighted index D" (t) is defined as

DY) = wax [Ry ;- X (0) )
where R, ; is computed from (3). By (6) and (7), the trans-
mission links with larger queue length and higher transmission
rate are desired to be served. For the demonstration purpose, the
simple round-robin approach is applied to determine the I ¢(t)
set during the relay link scheduling. On the other hand, during
access link scheduling, the MS selection has already been done
in the computation of Dj*“(t). That is, if a group g € o(t) is
selected to be active at time frame ¢, the MS whose packets will
be transmitted by the group g is

Jo(t) = avgmax [Ry,; - X7 (1)) ®)

4) DF Scheduling Policy: Since delay-sensitive applications
(e.g., Voice over Internet Protocol call) are widely used, a delay-
oriented scheduling policy for IEEE 802.16j MR networks is
desired. With compatibility to the scheduling procedure de-
scribed in Section V-B2, we propose a delay-first (DF) schedul-
ing policy, which is aimed at minimizing the average packet
delay time. The concept of the DF scheduling policy is to first
serve the user queue with the maximum predicted mean packet
waiting time.
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We assume that there is an observation time window with
length T),,. The average packet arrival rate \’(t) of MS j on a
transmitter ¢ (the BS or an RS group) of the T, frames before
time frame ¢ can be estimated with an iterative approach as
follows:

No(t) = <1 - %ﬂ) Nt — 1)+ ia;(t) ©)
where a(t) denotes the packet arrival rate of MS j on the
transmitter i in time frame ¢. Note that the ' (t) in (9) is up-
dated at the end of each frame transmission on all transmitters.
Similarly, the mean queue length X } (t) of MS j on a transmitter
1 of the T}, frames before time frame ¢ can be estimated as

Xi(t) = <1 - Ti

w

. 1 .
) Xj(t =1+ = X;(1).  (10)

Therefore, by Little’s formula [18], the predicted mean packet
waiting time of MS j on the transmitter ¢ in time frame ¢ can be
written as

Xi(6)

Wi(t)

j an

Let VV]BS (t) and W (t) be the predicted mean waiting times
for the packets of MS j at the BS and an RS group g €
T, respectively. In relay link scheduling, the weighted index
DL (t) of RS group g is defined as

DMty = > WS(1).

jEA,

12)

Moreover, the weighted index D (t) in access link scheduling
is formulated as

AL _ g
Dy=(t) = ?3\); W2 (t).

(13)
Similarly, for demonstration purposes, the I 4(t) set for relay
link transmission is also determined in a round-robin manner.
Finally, if a group g € ¢(t) is selected to be active in time
frame t by access link scheduling, the MS whose packets will
be transmitted by the group g is

jo(t) = 9(¢). 14

Jg(t) = arg max Wi(t) (14)

g

VI. SIMULATION RESULTS AND DISCUSSION

In this section, we present the performance evaluations of the
RS grouping algorithm and centralized DL scheduling policies.
We consider an IEEE 802.16j MR network with a 10-MHz
system bandwidth and a 2.5-GHz carrier frequency. Note that
only the DL transmission is discussed in this paper; therefore,
the MAC frame structure in our simulation experiments is
simplified to comprise only the DL subframe in each time
frame. The MAC frame length is set to 10 ms. Since we only
focus on the performance of resource allocation, the controlling
signal overheads are not considered in the simulation, and the
durations of the access zone and the relay zone within each
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Fig. 6. Simulation topology. Single BS-cell system with a 25-RS-cell grid
layout.

MAC frame are set to 0.5 and 9.5 ms, respectively. Moreover,
we assume that the relay link (BS-to-RS) is operated under the
LOS channel condition; thus, the target throughput rate Ry is
assumed to be 60 Mb/s. On the other hand, for the access link
(RS-to-MS) transmission, the NLOS channel condition with
Rty = 40 Mb/s is considered.

To reduce our simulation complexity, the square-based cellu-
lar topology shown in Fig. 6 is adopted in our simulation envi-
ronment. We consider a single square-shaped BS-cell topology
where the BS is at the center, and 25 square-shaped RS cells are
regularly organized to form a 5 x 5 grid layout. The widths of
the BS cell and RS cell are 2000 and 400 m, respectively. We
also consider that a number of MSs are uniformly distributed
in the BS cell. Note that we adopt the uniform Random-
Walk mobility model [16] to realize the MS movement behav-
ior. Based on the handoff-rate information from this mobility
model, our RS grouping algorithm generates the RS grouping
layouts with determined activation set assignments, as shown in
Fig. 7 (among the 25 RS grouping layouts, only the layouts for
the preferred group sizes 1-12 are demonstrated). The packet
arrivals of each user at the BS follow a Poisson process with
the mean interarrival time setting to 100 ms, and the packet
length is assumed to be exponentially distributed. Moreover, we
equally divide all the users into five classes, which are offered
with different DL traffic loads. Except for the experiment of
Fig. 9 (which investigates the effects of traffic loads and RS
group sizes on system stability), the mean packet length of class
7 users is set to 2 x 1000 bits (e.g., the mean packet lengths of
class-1 and class-5 users are 1000 and 5000 bits, respectively).

A. Effects of RS Group Sizes on Handoff Frequency

Fig. 8 individually evaluates the handoff frequency of each
grouping in Fig. 7 under different user densities (specifically,
100, 500, and 1000 users in our experiments). The results
indicate that, using the greedy grouping policy of our RS
grouping algorithm, the handoff frequencies of the groupings
gradually decline, regardless of the user density, as the group
size increases. The main reason is that larger group sizes gener-
ally lead to lower handoff probabilities. It could be concluded
that it is reasonable to choose larger group sizes if higher user
mobility speeds are observed.
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Fig. 8. Handoff comparison between different group sizes and different user
densities.

B. Effects of RS Group Sizes on System Stability

Fig. 9 shows the mean packet delay under the grouping
scenarios with group sizes 2, 6, and 10, as shown in Fig. 7.
The delay performance is expressed as a function of the average
packet traffic load to 100 MSs. For this experiment, we apply
the TF policy during the scheduling procedure. Under the
grouping scenario with the largest group size (i.e., group size
of 10), the system becomes unstable (i.e., the users’ packet
delays go to infinity) when the average packet traffic load is
larger than 1000 kb/s. Nevertheless, decreasing the group size
can gradually extend the stable region. For example, in the
grouping scenarios with group sizes 6 and 2, the stable regions
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Fig. 9. Mean packet delay versus average packet traffic load under groupings
with group sizes 2, 6, and 10.

are enhanced to 2000 and 4000 kb/s, respectively. These results
are primarily due to the spatial diversity gain discrepancies
under different grouping scenarios. Specifically, groupings with
smaller group sizes may have more opportunities to perform
simultaneous transmissions, which means the system capacities
can thus be reasonably enlarged. Note that smaller group sizes
may, however, lead to more handoff events.

C. Performance Analysis of Different Scheduling Policies

Based on the groupings shown in Fig. 7, we estimate the
throughput and delay performances of the TF, DF, and Round-
Robin centralized scheduling policies as functions of the group
size. Figs. 10 and 11 present the average throughput and delay
of the network under the situations with fixed and mobile users,
respectively. Note that the average throughput is estimated
as the average amount of packets actually received by the
users within the simulation time. Moreover, the packet delay
indicates the time difference between when a packet arrives at
the BS and when it is received by the corresponding user.

Figs. 10(a) and 11(a) show the average network throughput
under the three scheduling policies. For the case where users are
stationary, the TF and DF policies achieve similar throughput
performance. However, for the case with user mobility, the av-
erage throughput under the DF policy is higher than those under
the other two scheduling policies. This phenomenon implies
that the mobility behavior of the MSs is a major factor affecting
the throughput performance under the TF policy, whereas the
DF policy can provide relatively stable throughput, regardless
of the user-mobility effect. Specifically, since the DF policy
is able to balance the queue length of each user while the TF
policy only prioritizes the user with the longest queue length,
the average buffered packet amounts for all users under the DF
policy are relatively small. Therefore, the number of dropped
packets during the handoffs in DF can reasonably be reduced,
and the throughput can further be improved. The Round-Robin
policy inefficiently performs in both cases since its schedul-
ing decisions are sequentially made, despite the system state
information. In addition, we also observe that, compared with
groupings with larger group sizes, groupings with smaller group
sizes result in better throughput performance for the case of
fixed users. However, when user mobility is considered, the
throughput value increases as the group size increases. This is
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because, when users are stationary, the throughput performance
is mainly dominated by the spatial diversity gain. Under such
circumstances, smaller RS group sizes lead to higher through-
put values. On the other hand, when the user mobility speed is
high enough, the larger packet loss rates due to more frequent
handoffs of smaller group sizes have more significant impact
on the throughput performance. Consequently, larger RS group
sizes are more advantageous.

Figs. 10(b) and 11(b) show the packet delay performance for
the two scenarios without and with user mobility. We notice
that groupings with larger group sizes result in higher average
packet delay. This is owing to the lower spectrum reuse of
larger group sizes, and the packets in the system may suffer
from longer queueing delay. Moreover, as expected, the DF
policy can provide the lowest average delay for all group size
cases, compared with the TF and Round-Robin policies. The
TF policy causes higher average delay since it considers only
the queue length states but no packet waiting time information.
The Round-Robin policy, which depends on neither the queue
length nor the waiting time information, incurs the worst aver-
age delay performance through almost all group size cases.

D. Effects of RS Grouping Patterns

In Figs. 10 and 11, we also observe that the performance
under the case of group size 3 is worse than those under the
other cases. Two primary reasons for this phenomenon are
given here. First, the activation sets used in this case are more
than those used in all the other cases (see Fig. 7). As discussed
in Section IV-C, the more activation sets there are, the less the
spatial diversity gain. Therefore, poorer throughput and delay
performance results are expected for group size 3. Second,
since the group size in this case is small, the packet losses
from handoff events would also influence the throughput per-
formance. Under the joint impacts of low spatial diversity gain
and high packet loss rate, the worst performances are observed
for the case of group size 3. This special case implies that, if
the RS grouping patterns cannot appropriately be determined,
the system performance would significantly be affected. The
simulation results shown in Figs. 10 and 11 demonstrate that
our proposed RS grouping algorithm can derive suitable RS
grouping patterns in most cases.

E. Fairness Analysis

The fairness properties of the TF, DF, and Round-Robin
scheduling policies are shown in Fig. 12, where the 100 users
are classified into five classes. The scenario with group size 20
is considered in the experiments. We use the average delay for
the interclass fairness comparison. On the other hand, for the
intraclass fairness comparison, we use the per-user packet delay
to compute the Jain Fairness Index [24] as follows:

n 2
Fairness Index = %
nyya;
where z; is the average packet delay of user ¢. A scheduling
policy achieves the optimal fairness if this index is 1 and is
completely unfair if it is 1/n.

15)
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It can be observed that fairness among users is not satisfied
under the TF scheduling policy. Since the high-load users have
high service priority, the average delays of these users are
significantly low. However, the users who have lighter offered
loads tend to suffer from higher packet delay. On the other hand,
both the DF and Round-Robin scheduling policies balance
each user’s average delay, which implies that fairness among
users (whether interclass or intraclass) is guaranteed in terms
of the average delay under these two policies. Moreover, the
DF scheduling policy provides lower average delay than the
Round-Robin policy for all the five classes of users, because
the maximum mean waiting time of all users’ queues is min-
imized under the DF policy. These observations lead to the
conclusion that our DF scheduling policy can provide not only
the minimization of the average delay but the fairness property
among different traffic-load users as well.

VII. RELATED WORK

In the literature, registration area (RA) grouping schemes
and radio resource-scheduling policies have been intensively
investigated for mobile telecommunications networks and for
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MR networks, respectively. However, we note that, in these
studies, either scheduling issues were not addressed in the RA
grouping schemes or grouping concepts were not considered
in the MR scheduling policies. Grouping mechanisms and
scheduling algorithms have never been jointly discussed. Here,
we separately summarize some representative RA grouping
schemes and MR scheduling policies.

1) RA grouping schemes: In mobile telecommunications
networks, several cells constitute an RA. How to group
cells to form RAs is an important cellular network-
planning issue. In [12], Xie et al. first proposed a per-user
adaptive RA scheme. By taking paging rates, location-
update rates, and the respective costs into account, the
proposed scheme decides the appropriate size of an RA to
minimize the overall cost. Then, Castelluccia addressed
the same grouping problem in [2] by considering a more
general network configuration that supports overlapping
RAs. Grouping users into different velocity classes ac-
cording to their velocities upon location update instants,
the scheme in [10] reduces the paging cost by properly
decreasing RA sizes. To identify the optimal RA size and
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cope with the location-tracking problem, a dual-group
system was proposed in [3]. The dual-group method
enhances the utilization of network resources, because it
eliminates unnecessary location updates due to its fewer
group boundary passes. Dynamically adaptive grouping
schemes were also discussed in [8] and [9]. In [8], the
proposed scheme dynamically adjusts overlapping RAs
according to user mobility and call patterns. In this
paper, the effects of cell inclusions/exclusions into/from
an RA were analytically characterized. By periodically
determining the proper number of cells within an RA, the
proposed scheme greatly reduces the average signaling
cost and database access load on location registers. In [9],
the authors further demonstrated how the grouping of an
RA affects the number of subsequent registrations in the
overlapping RA environments.

2) MR scheduling policies: Various scheduling policies have
been proposed to achieve different performance objec-
tives, such as throughput maximization [11], [22], [29],
delay minimization [23], proportional fairness [20], [26],
[27], and quality-of-service guarantee [4], [5], [17], [21].
According to specific objectives, the resource scheduling
problem can be formulated to different optimization prob-
lems. For instance, the scheduling problem was modeled
as a link-selection problem in [11] to maximize the
signal-to-interference-plus-noise ratio of the links and to
prevent all the user queues from exploding, a boundary
selection problem in [26] to balance the traffic loads
among relays, a graph multicoloring problem in [29]
to maximize the sizes of nonadjacent-relay sets, a user-
required-rate problem in [21] to satisfy each user’s re-
quired rate, a network flow problem in [23] to select
an appropriate transmission order, and an interference-
minimization problem in [17] to find out a path with less
interference for each connection. To resolve these prob-
lems in polynomial time, heuristic scheduling policies
were proposed in the respective research.

VIII. CONCLUSION

The IEEE 802.16j MR standard has been developed to pro-
vide performance enhancement to the existing IEEE 802.16e
network. However, issues such as frequent handoffs and low
spectrum utilization, which were not encountered in IEEE
802.16e, may occur in IEEE 802.16j. The RS grouping is
one optional mechanism in the IEEE 802.16] MR standard to
overcome these problems. This paper has investigated the RS
grouping performance enhancement in terms of throughput and
handoff frequency. An RS grouping algorithm was designed
by utilizing a greedy grouping policy: RS pairs with higher
handoff rates will have higher priority to be selected. The
simulation results have shown that the handoff frequency of
the considered MR network can significantly be reduced, and
suitable RS grouping patterns with determined activation set
assignments can be derived using our grouping algorithm.
In addition, we have proposed the TF and DF centralized
scheduling policies to maximize the system throughput and to
minimize the average packet delay, respectively. By integrating
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our RS grouping algorithm and centralized-scheduling algo-
rithms, the simulation results have indicated that, for the case
of fixed users, groupings with smaller group sizes can result in
better throughput performance. However, when user mobility
is considered, the throughput value increases as the group size
increases. Furthermore, we have also shown that the DF policy
cannot only minimize the average packet delay but can also
provide fairness among different traffic-load users.
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