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Estimating Node Worth

Nodes on the Web: pages (sites, Wikipedia, . . . ), users (Twitter,
Facebook), etc.

To use/find the nodes that are more “interesting” than others,
we have to estimate the worth of each node.

Can be used combined with textual (or profile) information to
retrieve content in information retrieval – but also the links
between information are important
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Estimating Node Worth

Node centrality can provide a way to rank nodes

Some possibilities:

• degree centrality
• weighted degree centrality
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Degree Centrality
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Figure 14.1: Counting in-links to pages for the query “newspapers.”

A List-Finding Technique. It’s possible to make deeper use of the network structure

than just counting in-links, and this brings us to the second part of the argument that links

are essential. Consider, as a typical example, the one-word query “newspapers.” Unlike

the query “Cornell,” there is not necessarily a single, intuitively “best” answer here; there

are a number of prominent newspapers on the Web, and an ideal answer would consist of a

list of the most prominent among them. With the query “Cornell,” we discussed collecting

a sample of pages relevant to the query and then let them vote using their links. What

happens if we try this for the query “newspapers”?

What you will typically observe, if you try this experiment, is that you get high scores for a

mix of prominent newspapers (i.e. the results you’d want) along with pages that are going to

receive a lot of in-links no matter what the query is — pages like Yahoo!, Facebook, Amazon,

and others. In other words, to make up a very simple hyperlink structure for purposes of
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Weighted Degree Centrality

14.2. LINK ANALYSIS USING HUBS AND AUTHORITIES 401
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Figure 14.2: Finding good lists for the query “newspapers”: each page’s value as a list is
written as a number inside it.

this example, we’d see something like Figure 14.1: the unlabeled circles represent our sample

of pages relevant to the query “newspapers,” and among the four pages receiving the most

votes from them, two are newspapers (New York Times and USA Today) and two are not

(Yahoo! and Amazon). This example is designed to be small enough to try by hand; in

a real setting, of course there would be many plausible newspaper pages and many more

o↵-topic pages.

But votes are only a very simple kind of measure that we can get from the link structure

— there is much more to be discovered if we look more closely. To try getting more, we

ask a di↵erent question. In addition to the newspapers themselves, there is another kind of

useful answer to our query: pages that compile lists of resources relevant to the topic. Such

pages exist for most broad enough queries: for “newspapers,” they would correspond to lists
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Repeated Improvement

Principle of Repeated Improvement: the pages which link to
high-worth pages are high-worth themselves

Suggests an two-way relationship:

• nodes which are relevant are called authorities, and are
linked to by good nodes

• nodes which link to many other high-authority nodes are
called hubs
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Hubs and Authorities

Each node i ∈ V has attached an authority score ai and a hub
score hi

Each score is update in relation to the other.
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HITS Algorithm

1. Initialize: for each i ∈ V ai = 1, hi = 1
2. Authority Update Rule: the authority score of a page is the

sum of hub scores of the incoming neighbours

ai =
∑
j∈I(i)

hj

3. Hub Update Rule: the hub score of a page is the sum of
the authority scores of the outgoing neighbours

hi =
∑
j∈O(i)

aj

4. Normalization the sum of all hub (or authority) scores
must be the same between steps

In practice, the algorithm is repeated for a fixed number of
steps k
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Applying HITS – Example
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HITS: Matrix View

In matrix form, at time k, the vectors a and h have the
following forms:

a⟨k⟩ = A⊤h⟨k−1⟩ h⟨k⟩ = Aa⟨k−1⟩

We can see that, e.g.:

h⟨k⟩ = AA⊤h⟨k−2⟩,

which leads to the general formulas:

h⟨k⟩ = (AA⊤)kh⟨0⟩

a⟨k⟩ = (A⊤A)k−1A⊤h⟨0⟩

Applying spectral analysis, it can be shown that the normalized
values converge when k→ ∞
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HITS in Practice

• computes two scores for each nodes, which might be hard
to interpret

• it is usually used for particular queries, and only a subset
of pages

• it is not usually used in current search engines
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PageRank: Ranking Nodes in A Graph

Definition 1: The important nodes are the nodes that are linked
to by other important nodes (recursive).

Definition 2 – the random surfer model, where the surfer walks
on the graph:

1. the surfer starts at a node (e.g., Google) and chooses
randomly an outgoing node (e.g., a page in the search
results),

2. the surfer behaves in the same manner for other nodes,
3. at each step the surfer has a probability 1− α (damping

factor) of jumping elsewhere randomly.

The importance of a page = the stationary probability that the
surfer is on a page at time ∞.

The two definitions are equivalent. 13/30



PageRank: Random Surfer
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PageRank: Random Surfer
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PageRank: Random Surfer
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PageRank: Random Surfer
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PageRank Equation and Algorithm

For a graph G having n nodes, where each node i has the
incoming neighbours Ii and outgoing neighbours Oi:

p(i) = α
∑
j∈Ii

p(j)
|Oj|

+
1− α

n .

Algorithm for computing p(i):

1. start with initial values of p(i) = 1
n ,

2. iteratively apply the equation for each node i,
3. stop when the probabilities converge (stationary).

Monte-Carlo approximation: simulate N walks and take
p(i) = vi

N , where vi number of visits of page i among N walks.
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PageRank: Matrix View

We need to define a transition matrix M and a teleportation
vector t.

The transition matrix is a stochastic matrix where:

mij =
aij
|Oi|

,

where aij is the corresponding entry in the adjacency matrix; it
is stochastic because

∑
jmij = 1.

The teleportation vector t is also stochastic:

t =
(
1/n . . . 1/n

)⊤
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PageRank: Matrix View and Markov Chains

The matrix formulation views the process as a Markov chain:

• used to model stochastic sequences of events (states)
• current state/event depends only on the predecessor state
• transitions are distributions of the successor states

Ergodic Markov chain – always converges to a stationary
distribution of probability of states:

• irreducible – there is a sequence of transitions from any
state to another

• aperiodic – no “partition” of the states
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PageRank: Matrix View

The PageRank vector p at step k is defined as:

p⟨k⟩ = αMp⟨k−1⟩ + (1− α)t

This can be proved it converges to a known value p⟨∞⟩, the
stationary distribution:

p⟨∞⟩ = (I− αM)−1(1− α)t

• intuitively, the proof shows that the teleportation vector
allows the corresponding Markov chain to be ergodic
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Variants of PageRank

Depending where the surfer teleports with probability 1−α, we
have different variants of PageRank:

• classic PageRank: the surfer can jump to any node.
• personalized PageRank: the surfer can only jump to their

start page
tj =

(
0 1 0 . . . 0

)⊤

• topic-sensitive PageRank: the surfer can only jump to a set
of same-topic pages

t =
(
0 1/l 1/l . . . 0

)⊤
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The Link Prediction Problem

Social networks are evolving, and new relationships (links)
appear all the time

Link Prediction Problem: predict which links are more likely to
appear in a social network

Assumes that links can be predicted via analysis based only on
the social network itself

Applications:

• new link recommendation (e.g., new friends)
• missing link inference
• analyzing network evolution

24/30



Link Scoring Function

We want to “guess” the score of potential links for a graph
G = (V, E), i.e., a function defined on the missing links
E′ = (V × V)\E:

score : E′ → R+

For a given i, score(i, j) established a ranking of all (unliked)
nodes j relative to i – best scores are the most likely new links

How can we define the score function using only the properties
intrinsic to the network?
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Node Neighbourhood Scores

• Common Neighbours, most straightforward just counts the
number of common neighbours:

score(i, j) = |N(i) ∩ N(j)|

• Jaccard coefficient, computes the “similarity” between the
neighborhood sets

score(i, j) = |N(i) ∩ N(j)|
|N(i) ∪ N(j)|

• Preferential attachment, the score is proportional to the
degrees of each node:

score(i, j) = kikj
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Path-Based Scores

• Inverse Distance, the score is inversely proportional to the
distance between two nodes

score(i, j) = 1/dij

• Katz, where the score is a weighted sum of all the path
between i and j

score(i, j) =
∞∑
l=1

βl|paths⟨l⟩i,j |,

where β ∈ (0, 1)
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Random Walk-Based Scores

• Hitting time, score(i, j) = Hi,j the time it takes a random
walk from i to reach j

• Personalized PageRank, generally any PageRank-related
measure in which the teleportation vector is rooted at i

• SimRank, a recursive definition based on the score of
neighbours

score(i, j) = γ

∑
a∈N(i)

∑
b∈N(j) score(a,b)
kikj
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Applying the Scores – Example
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Performance of Link Prediction
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Figure 5: Relative average performance of various predictors versus random predictions. The value
shown is the average ratio over the five datasets of the given predictor’s performance versus the
random predictor’s performance. The error bars indicate the minimum and maximum of this
ratio over the five datasets. The parameters for the starred predictors are: (1) for weighted Katz,
β = 0.005; (2) for Katz clustering, β1 = 0.001, ρ = 0.15, β2 = 0.1; (3) for low-rank inner product,
rank = 256; (4) for rooted Pagerank, α = 0.15; (5) for unseen bigrams, unweighted common
neighbors with δ = 8; and (6) for SimRank, γ = 0.8.
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