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Figure 1. Collaborative interaction with Photoportals. Left: A user takes a virtual photo of a local and two remote collaborators in a virtual city
model. Note that the local user (standing on the left) also appears in the virtual photo. Right: Two local users (on the left side) share a box-shaped
Photoportal with two remote collaborators (on the right side). A remote user operates a virtual pointer inside the portal to manipulate the ship model
in the background at a convenient scale and distance while the other users provide guidance from their individual viewpoints.

ABSTRACT
Photoportals build on digital photography as a unifying
metaphor for reference-based interaction in 3D virtual en-
vironments. Virtual photos and videos serve as three-
dimensional references to objects, places, moments in time
and activities of users. Our Photoportals also provide access
to intermediate or alternative versions of a scenario and allow
the review of recorded task sequences that include life-size
representations of the captured users.

We propose to exploit such references to structure collabo-
rative activities of collocated and remote users. Photoportals
offer additional access points for multiple users and encour-
age mutual support through the preparation and provision of
references for manipulation and navigation tasks. They sup-
port the pattern of territoriality with configurable space repre-
sentations that can be used for private interaction, as well as
be shared and exchanged with others.
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INTRODUCTION
Virtual reality allows the exploration of simulated places and
objects as if they exist in real space and real time. Many 3D
interaction techniques are correspondingly based on the ex-
periences and skills we have acquired in the real world – with
the restriction that the displayed objects cannot be touched
and felt with bare hands. Instead, mediating tools and refer-
ences are used to manipulate the virtual matter.

We suggest photography as a unifying metaphor for
reference-based interaction techniques. We have learned to
use photos as visual representations of places, objects and
moments in time and to exchange these with others. In this
sense, photography allows the appropriation of inaccessible
objects and locations for review and presentations. Photos
also capture viewpoints and serve as mnemonics for relations
and past experiences. Scaling is an implicit parameter of the
recording process. Scenes captured with contemporary digi-
tal cameras can be instantly reviewed on the built-in screen.

Our virtual photos capture scenes and actions not just as im-
ages, but in 3D and, therefore, they become portals to re-
mote locations or alternate realities which can be entered or
manipulated at any time. Our virtual camera also supports
the recording and playback of 3D videos that involves ani-
mated objects, as well as actions and body representations
of local and remote users (Figure 1 left). We show how
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this metaphor of virtual photography supports a multitude of
reference-based 3D interaction techniques while maintaining
the direct manipulation paradigm on the basis of a congruent
input-output space.

The work presented in this paper is a first approach to provide
groups of collocated and remote users acting in a truly shared
3D space with advanced collaborative tools and techniques.
The main contributions of our work are:

• A novel interface concept that builds on the metaphor of
digital photography for the immediate creation and the
management of sharable references in space and time.

• A coherent set of interaction techniques that exploit scene
references for efficient collaboration in shared virtual envi-
ronments.

• A user study demonstrating the usability of Photoportals.

We designed a powerful mixed-reality system to explore the
future of local and remote 3D collaboration in immersive vir-
tual environments. We argue that reference-based interaction
techniques are an important tool in such systems since they
support territoriality, exchange of information and comple-
mentary activities of users. Our Photoportals demonstrate
the applicability of this interface concept to address the chal-
lenges of interaction in 3D collaborative systems.

DESIGN CHALLENGES OF COLLABORATIVE SYSTEMS
Mutual awareness of participating users and their actions is a
primary requirement of collaborative user interfaces. Gutwin
and Greenberg defined workspace awareness as the ”up-to-
the moment understanding of another person’s interaction
with the shared workspace” and emphasized its three main
elements: 1. the presence, identity and authorship of partici-
pants (who), 2. the involved artifacts, actions and intentions
(what) and 3. the location, gaze, view and reach of users
(where) [18]. The framework also considers the history of ar-
tifacts and events (how and when). They noted that the ease of
people maintaining workspace awareness in real-world col-
laborative settings is based on the continuous gathering of
this information through consequential communication (the
observation of each other’s activity), feedthrough (the sensory
perception of involved artifacts) and intentional communica-
tion (verbal and gesturing).

In collocated settings, real-world workspace awareness can
directly be exploited for computer-supported collaborative
work. Multi-touch tabletops, for example, provide such
a shared space for joint interaction with 2D data. More
elaborated technologies are required for multi-user 3D ap-
plications, as the appearance of 3D geometries depends
on the users’ individual viewing perspectives. In 1997
Agrawala et al. presented the two-user responsive work-
bench [1], the first 3D display system that supported more
than one user. Since then, various alternative approaches and
improvements have been proposed (e.g. [3, 37, 23, 16, 26]).

In the realm of distributed collaborative systems, workspace
awareness is often limited by low bandwidth and several ex-
plicit notification options have been proposed [11, 10]. Novel

sensor technology and increasing network bandwidth, how-
ever, promote the introduction of high-fidelity telepresence
systems that support whole-body 3D capturing and recon-
struction of remote participants in real time [15, 28, 5]. The
quality of remote user representations is not yet perfect and
factors such as noise, missing data and latency clearly affect
usability but, like in collocated settings, the systems already
offer similar levels of workspace awareness. They create a
seamlessly shared 3D interaction space for users at different
physical locations.

The high level of workspace awareness provided in collocated
and tightly coupled distributed settings supports the coordi-
nated interaction of multiple users. However, conflicts still
occur, specifically if users try to manipulate the same virtual
objects simultaneously [30, 35, 22, 33]. Grossman and Bal-
akrishnan [16] suggested the locking of manipulated objects
while highlighting which user is operating on it. Riege et al.
instead proposed merging the input of multiple users and vi-
sualizing the simultaneously-induced forces [35]. In both
cases, only a mapping for the conflicting input is suggested.
The actual conflict is not prevented.

The design space of combining the input from multiple users
received particular interest. Distributing degrees of freedom
among participants, for example, can enforce the users’ coop-
eration [8, 34]. However, Pinho et al. also found that this ap-
proach negatively affected the comprehensibility of the inter-
face [34]. Ruddle showed that merging the input from differ-
ent users is likely to increase the cooperation overhead [36].

Instead of enforcing joint efforts, Benford et al. suggested
encouraging collaboration with complementary tools that can
be combined for additional functionalities [6]. We followed
this example of complementary interfaces. Photoportals can
be used to prepare location references for the manipulation
input of other participants or as targets for group navigation.

Scott et al. observed the pattern of territoriality in collocated
collaboration. It refers to the common behavior of individ-
uals in a group to establish three distinct interaction areas:
personal, group and storage territories [38]. Supporting this
user behavior can reduce input interferences [43]. Several im-
plementations of the concept have later been reported in the
context of collaborative tabletop applications. They gener-
ally divide the screen space into individual areas (e.g. [24]).
Grossman and Balakrishnan applied this approach to multi-
user interaction with a volumetric display [16]. Alternatively,
additional displays have been proposed for private views of
details or independent content manipulation [42, 29, 39].

We adopted the pattern of territoriality. Our Photoportals sup-
port the ad-hoc creation of configurable spacelets that can be
used as private or storage spaces. Users can instantly create
secondary scene representation and use them for the individ-
ual examination of objects and locations from various per-
spectives. Manipulation conflicts are effectively prevented, as
this does not affect the shared scene. If users actually want to
change the configuration of the shared scene, they can apply
their manipulations in individual Photoportal versions, com-
pare their proposals and enter the one they agree on.
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Avoid Exploit Avoid Exploit Avoid Exploit
Input Interference Simultaneous Input Fragmented Visibility Multiple Views Unexpected Motion Collaborative Planning

Known Techniques

• Object locking
[16]

• Explicit notifica-
tions [10, 16]

• Input merging
[8, 35, 36, 34]

• Territoriality
[16, 38, 43, 24,
42, 29, 39]

• Complementary
input [6]

• Extended field of
view [20]

• Show Through
[2]

• Specialized
views [1]

• Shared control
[26]

• Augmented
group navigation
[26]

• Shared WIM [5]

Novel Strategies for Collaboration Support as Provided by Reference-Based Interaction with Photoportals
Secondary scene
representations
reduce demand for
object manipula-
tion.

Mutual interaction
support with loca-
tion references.

Perspective sharing
reveals invisible
fragments of the
shared environ-
ment.

Individual manipu-
lation of viewing
parameters in pri-
vately used Photo-
portals.

Group transit
through portals
reduces demand
for steering-based
navigation.

Rapid creation and
management of
shared WIMs and
previews of target
locations.

Table 1. Several major challenges of collaborative 3D environments (in columns) have been addressed in prior work. Our Photoportals add a range of
alternative strategies that exploit the concept of shareable references for collaborative interaction.

The design of collaborative 3D user interfaces involves fur-
ther challenges that relate to 3D viewing perspectives and
group navigation. A surrounding 3D environment cannot be
overseen completely and the appearance of 3D objects de-
pends on the viewing perspective. As a result, each user
only sees fragments of a shared 3D scene at a time. Hind-
marsh et al. addressed this fragmented visibility problem for
the case of individually navigating users in a distributed vir-
tual reality system. They suggested extended peripheral vi-
sion and exaggerated representations of other users’ actions to
improve the perception of remote participants [20]. Another
type of fragmented visibility is interpersonal occlusion. Ge-
ometric features may be hidden behind other geometry from
several perspectives. Argelaguet et al. suggested tackling this
problem with cut-away visualizations that let indicated fea-
tures show through occluding parts of the shared scene [2].
Note that both techniques imply a distorted perception of the
scene which can be highly detrimental, e.g. if the evaluation
of geometric properties is purposed.

We suggest an alternative approach to resolve fragmented vis-
ibility that preserves the appearance of the scene. Objects and
locations that cannot directly be seen by everybody can be
captured in a Photoportal and shown to everybody else. Ge-
ometry clipping at the surface of the virtual photos implicitly
enables cut-away views towards occluded geometry.

Exploring a 3D virtual world requires navigation during
which the visual and the vestibular perceptual systems per-
ceive contrary motion signals: visual motion flow without
physical acceleration. This perceptual conflict may induce
cybersickness, even more so if the virtual motion is not ex-
pected. Input for group navigation should thus be observable
by all involved users and they should be allowed to interfere
easily if they do not agree. Kulik et al. suggested a large sta-
tionary device to increase mutual awareness of group-related
input. They also developed a set of augmented group naviga-
tion techniques that avoid collisions of individual users with
the virtual environment – at the price of temporarily giving
up the notion of a shared 3D space [26].

By using Photoportals, the demand for group locomotion can
be drastically reduced. Individual users can prepare a loca-
tion reference to a new travel target and then invite the whole
group to enter this place directly, using the photo as a portal.

Our design process was inspired by the tangible interac-
tion framework of Hornecker and Buur [21]. Following
their guidelines, our interaction techniques build on direct
haptic manipulation with isomorphic mappings and enable
lightweight interaction in experimental steps (Tangible Ma-
nipulation). As demanded by their concept of Spatial Ma-
nipulation, we ensure a consistent space among users and in-
teractive objects in which the movement of objects and the
users’ bodies has a comprehensible meaning. While the ef-
fects of individual perspectives in 3D environments imply the
problem of fragmented visibility, our Photoportals provide
simple ways to solve it. The operation of our interface ele-
ments generally involves the whole body in action. With a set
of complementary interfaces that include one or many Pho-
toportals, we provide multiple access points to engage users
in the collaboration (Embodied Facilitation). In the sense of
preparing and exchanging scene references for further inter-
action, Photoportals also support the externalization of ideas
and provide unambiguous references for the communication
and collaboration (Expressive Representation).

Reference-based interaction techniques have rarely been ap-
plied to solve design challenges of collaborative systems.
Beck et al. suggested a shared World in Miniature for collabo-
rative tour planning, but did not consider further usage scenar-
ios [5]. Spindler et al. suggested Tangible Windows as private
views towards a shared 3D scene [39]. Their design builds on
the concept of handheld magic lenses [7] and extends it with
techniques for object manipulation and navigation. They also
mentioned the advantage of private views for parallel interac-
tion of multiple users, but no particular workflow of collabo-
rative interaction was outlined in their paper. We show how
the concept of secondary scene representations can minimize
common collaboration obstacles including fragmented visi-
bility and the coordination of manipulation and navigation.
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REFERENCE-BASED 3D USER INTERFACES
Photoportals are visual references to captured objects and lo-
cations in a shared 3D environment. While this concept is
new in the realm of collaboration support, similar reference-
based interaction techniques are successfully used for manip-
ulating virtual objects that are out of reach: A reference to a
distant part of the scene held in one hand provides a reference
for input from the other hand.

Such bi-manual interaction also leverages the benefits of pro-
prioceptive cues [17]. Voodoo Dolls, for example, provide the
user with an additional miniature representation of selected
objects [32]; a World in Miniature (WIM) can represent the
whole virtual environment on a smaller scale [40]. WIMs are
often used to visually support wayfinding. Several extensions
have been proposed to the technique, including scaling and
scrolling [44] and a navigation technique that flies the user
into selected locations of the handheld miniature [31].

Hinckley et al. suggested physically graspable props as ref-
erence objects [19]. If the prop’s physical shape fits into the
human hand, users can take advantage of their manual dex-
terity. The necessary dislocation of visual space and motor
space, however, may be detrimental. We aimed for a novel
interaction technique that combines the advantages of physi-
cal grasping and a congruent input-output space.

Stoev and Schmalstieg suggested building on the paradigm of
magic lenses for reference-based interaction [41]. They pro-
posed virtual lenses that show parts of the scene from a dif-
ferent viewpoint and defined a set of corresponding ”through-
the-lens” interaction techniques. Several of them, including
pick ray manipulation at the remote location and virtual travel
”through the lens,” were similar to corresponding techniques
of our Photoportals. Our work builds on this example and
extends it with additional viewing modes and a refined user
interface for collaborative settings.

The concept of interconnecting different virtual locations is
also known as ”locales” that can be assembled to virtual envi-
ronments of potentially unlimited size [4]. Greenhalgh et al.
extended this concept with temporal links that capture se-
quences of user activity [13, 12]. They explored various ap-
plication scenarios for this functionality, including the intu-
itive authoring of dynamic 3D content and the post-hoc eval-
uation of user interaction. They also proposed several man-
ifestations of temporal links mostly corresponding to the re-
quirements of digital storytelling. Most comparable to our
sequence recordings with Photoportals is Holovid, a WIM-
like scene representation that includes captured motion se-
quences. Other than temporal links in the distributed system
MASSIVE-3 [14], our Photoportals support the recording of
temporal sequences that include life-sized 3D video avatars
of local and remote participants. Our tangible camera inter-
face furthermore enables inexperienced users to operate the
recording and manage several of them in a virtual gallery.

Technically, our Photoportals are most closely related to the
pioneering work of Stoev and Schmalstieg [41], but our im-
plementation in the context of collaborative virtual reality
goes beyond their original proposal. We created a novel tan-

gible interface for the immediate creation and management
of scene references that corresponds to the familiar function-
ality of digital cameras. The resulting ease of use enables
the application of Photoportals in collaborative settings with
naive users. Furthermore, our Photoportals incorporate other
successful concepts from prior research into a unifying inter-
face. This includes all of the above mentioned extensions to
WIM-like scene representations.

The immediate creation of secondary scene representations
can be compared to that of Voodoo Dolls, but instead of a
grasping gesture in screen space, our interface exploits the
metaphor of digital photography. This novel approach di-
rectly supports adaptations of the capturing process to create
specialized representations for different use cases, as well as
the management of multiple scene representations in a virtual
gallery. Our tangible camera interface facilitates the handling
and the exchange of Photoportals.

MULTI-USER INTERACTION IN VIRTUAL ENVIRONMENTS
We developed and tested our interaction techniques with a
state-of-the-art immersive telecollaboration system that con-
nects two multi-user 3D power walls. The participants in
front of each display are captured using color-and-depth cam-
eras. The resulting color- and depth-image streams are trans-
ferred to the other location where real-time 3D video repre-
sentations of remote users are shown [5]. For a group of col-
located users, each user can independently walk in front of
the screen, but navigation through the environment is always
performed for the entire group [26]. Otherwise, the consis-
tency of the shared virtual environment cannot be preserved.
We coupled virtual locomotion for the whole group and lim-
ited its control to input from a single group navigation de-
vice (Spheron) that is purposefully large in order to increase
awareness and its accessibility for everybody in the group
(Figure 1 right). The six degree-of-freedom device consists
of a large 3D trackball and a separate joystick-type handle
for 3D translational input. Its operation requires comparably
large movements that are visible to all group members.

Both groups use a multi-user 3D power wall display with a
resolution of 1920 by 1200 pixels. The larger display mea-
sures 4.3 by 2.7 meters screen size and provides stereoscopic
image pairs for up to six users [26]. The smaller one supports
only two users with a screen size of 3 by 2 meters.

The setup generally provides high workspace awareness – at
least as long as the remote group is visible within the bound-
aries of the screen and the participants’ actions correspond
to the real-world, as in direct walking and bare-handed ges-
turing. As soon as augmented, non-isomorphic interaction
techniques are involved, it becomes much more difficult to
maintain awareness of each other’s actions. However, inter-
action with virtual objects requires a certain level of abstrac-
tion, as the data cannot be grasped directly. Therefore, we
focused our efforts on the design of interfaces and interaction
techniques that support the mutual understanding of ”magic”
techniques like teleporting, remote manipulation or scaling.

The pick ray is a common solution for interaction with vir-
tual objects. We also provide this basic technique, but not to
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everybody simultaneously. We experienced conflicts of users
that try to operate on the same object. In a first attempt to
increase the group’s coordination, we limited direct manipu-
lation to the selection of a virtual reference point on a geom-
etry. The whole scene could then be rotated around this point
using the 3D trackball of the Spheron device as a physical
reference. The manipulation of individual objects required
indirect input that was operated with motion input relative to
the 3D trackball. The technique prevented input conflicts, but
only at the price of inhibiting simultaneous input. Moreover,
the dislocation of physical input and visual output was con-
fusing for many users.

One of the main motivations for object manipulation is the
desire for their examination from various perspectives. An
unintentional side effect often is the change of the object
placement relative to the surrounding scene. The demand
for object manipulation can thus be reduced if users can eas-
ily view objects from every angle without actually moving
them. The scene rotation around a selected reference point,
as described above, provides such functionality, but only for
the whole group. If someone wants to explore a particular
detail, not everybody else will share this interest. Collabo-
rating users often prefer to divide their focus temporarily in
order to explore various aspects of a shared context and then
exchange their findings. Consequently, we aimed to create
an interaction technique that allows individual examination
of different scene details and promotes immediate sharing of
gathered perspectives without disturbing anybody or compro-
mising the coherence of the shared virtual environment.

Secondary scene representations such as a WIM or Voodoo
Dolls allow users to virtually get hold of some part of the
virtual environment and observe it from all sides while the
original scene remains unchanged. Providing users with such
references can thus be very useful – if their creation and han-
dling can be done without hassle. Successful collaboration
support with a shared WIM has been shown earlier [5]; the
rapid creation of a WIM with dedicated parameters, has not
been considered so far. Voodoo Dolls can be created rapidly
with a grasping gesture in screen space but, as a result of
this gesture-based creation, the doll is attached to the user’s
pinched fingers and vanishes if the fingers are released. This
complicates their handling; in particular, rotation beyond the
range of the wrist and sharing between multiple people.

We propose the metaphor of digital photography for the im-
mediate creation of secondary scene representations to which
we refer as virtual photos or Photoportals. In correspondence
to actual photography, snapshots can be made instantly and
the capturing device provides a physical handle to the result-
ing virtual photo. Moreover, as known from photographic
cameras, various controls enable the parameterization of the
capturing process for different use cases and facilitate the
management of multiple virtual photos in a gallery.

PHOTOPORTALS
Photoportals combine the capabilities of reference-based in-
teraction techniques in a consistent user interface that builds
on the metaphor of photography. It consists of a tracked tan-
gible camera prop with a set of physical buttons and a virtual

display through which the captured scene can be perceived.
Users can take virtual photos or record a video of anything
they find interesting in the scene. These virtual photos or
videos are not just images like their real-world counterparts,
but they can be augmented with powerful features and func-
tionalities. We exploit the following four elements of photos
for the interaction with virtual environments: 1. a frame that
contains the captured scene, 2. a focused object or location of
interest, 3. the camera viewpoint, and 4. recording time.

Once a view has been recorded, the respective scene features
can be individually examined without necessarily involving
the whole group. If interesting aspects shall be discussed,
they can easily be shown to others. A collection of succes-
sively taken photos shows parts of the virtual environment
that are currently not visible. During an architectural walk-
through, for example, users can take photos of details and
perspectives they want to discuss with others – now or later.
This approach corresponds to groups exploring real environ-
ments and it helps with structuring the collaborative review
process. It is even more attractive in virtual environments.
Our virtual photos are essentially portals and thus provide
shortcuts to the captured locations. Consequently, we dubbed
our mixed-reality interface Photoportals.

The most fundamental implementation of Photoportals is a
monoscopic projection of the scene on the virtual screen of
our device. This 2D viewing mode is most effective if a par-
ticular vista towards the scene shall be shown to others. It
corresponds exactly to real-world photography with the live-
view function of digital cameras. Alternatively, our 3D view-
ing mode shows the captured scene in stereo and continuously
adapts the view according to the users’ head positions in rela-
tion to the camera’s virtual screen. In this case, the Photopor-
tal can be considered a window to a remote place. This mode
is most appropriate for accessing remote locations.

Furthermore, the visual appearance of our Photoportals can
be switched from a single window to a box shape, which is
a composite of six individual portal windows that are used in
conjunction to show the same scene location from six orthog-
onal directions. The portal box is well-suited for the exam-
ination and manipulation of remote objects. In combination
with the 3D viewing mode, it resembles a fish tank contain-
ing objects of interest. Protruding parts of the objects are
automatically clipped. In combination with the 2D viewing
mode, the display box shows six aligned orthographic pro-
jections of the captured part of the 3D scene. This mode is
particularly useful for the accurate examination of geometric
relations, as well as for constrained object manipulation.

We also experimented with other combinations of viewing
and display parameters, but we found that the combination
of two viewing modes (2D and 3D) with two display setups
(Window and Box) provides the most sensible manifestation
of Photoportals. The four resulting Photoportal modes are:

• 2D-Window (Figure 2 green Photoportal to the right)
• 3D-Window (Figure 2 blue Photoportal to the left)
• 2D-Box (Figure 3 green Photoportal to the right)
• 3D-Box (Figure 3 blue Photoportal to the left)

CSCW 2014 • Multiple Dimensions and Displays February 15-19, 2014, Baltimore, MD, USA

1392



Figure 2. Capturing scene references in both window display setups. The
blue Photoportal to the left illustrates the 3D-Window mode. The live
preview in the blue frame integrates seamlessly with the scene behind.
The green Photoportal to the right illustrates the 2D-Window mode. The
captured 2D image corresponds to a real photo. It appears identical
from all perspectives.

Figure 3. Captured scene references in both box display setups. The blue
Photoportal to the left illustrates the 3D-Box mode. The captured scene
is shown within the blue box as a miniature. The green Photoportal to
the right illustrates the 2D-Box mode. The captured car model appears
aligned within the green box with orthographic projections shown on all
of its sides. The blue and green intersection points on the surface of the
car model in the background define the selected geometry.

REFERENCE-BASED INTERACTION
WITH PHOTOPORTALS
Photoportals offer a unifying interface for reference-based in-
teraction techniques, some of which are novel, others building
on prior work. The following subsections, organized by inter-
action goals, explain these techniques in detail. At the end of
each subsection, we summarize the implemented functionali-
ties with references to related work where applicable.

Taking Photos and Videos
Taking a virtual photo or video is an almost equivalent opera-
tion to its real-world counterpart. The user orients the camera
towards the target object or location and then triggers the cap-
turing with a button on the device (see Figures 2 and 4). We
use a two-state button as known from autofocus cameras. In
our case, the intermediate state enables a live preview of the
Photoportal which helps to optimize the captured perspective.
Fully depressing the trigger button captures the current per-
spective as a photo or video.

The Photoportals in our system do not only capture virtual
content. The photos and videos also record the users as 3D
video avatar representations (Figure 1 left). This feature can
be used to capture user postures and movement sequences,
e.g. for studies of ergonomics. During virtual videotaping,
the current color- and depth-image streams of the captured
local and remote users are stored for later playback.

In both box modes (2D-Box, 3D-Box), the capturing process
is optimized for the creation of an object representation that

may later serve as a reference for remote manipulation (Fig-
ure 3). If the user encloses 3D objects with the portal box,
these objects become captured as they are, but with all pro-
truding parts cut away. If, instead, the box is empty during
the capturing process, the camera tries to fetch distant objects
along its capturing direction. We search for candidate objects
by means of an intersection ray that extends from the Pho-
toportal camera into the scene along the capturing direction.
The first intersected object will be represented in the box. The
original object placement in the scene remains unaffected, but
equivalent to the creation of a Voodoo Doll, [32] the view is
parameterized such that the geometry will appear as a minia-
ture inside the handheld Photoportal Box (with its size re-
maining equal in 2D image space). In 2D-Box mode, the
algorithm sets the viewing parameters such that the bounding
box of the selected object fits inside the Photoportal box and
is aligned to the coordinate system of the parent node in the
scene graph. The live preview in the box modes shows only
the intersection point of the capturing ray with the scene.

back | on/off | forward
Gallery

box/plane | 2D/3D
View

up | original | down
Scale

focus & capture
TriggerDelete

on/off
Time

Figure 4. Left: The Photoportal in 3D-Window mode. The live-preview
integrates seamlessly with the surrounding scene. Right: The assign-
ment of buttons on the tangible camera device.

All virtual photos are automatically saved in a gallery that is
associated with each Photoportal camera device. They can be
reviewed, adapted and deleted at any time. After the initial
capturing, the viewpoint can still be adjusted by moving the
camera device while pressing the trigger button. The viewing
and display modes of a virtual photo can be modified at any
moment, as well. In analogy to the zoom control of real-
world cameras, our Photoportal input device offers a two-way
button scaling of the displayed scene representation.

Photoportals do not capture static images, but a certain view-
point towards a 3D scene. If changes to that same scene are
applied after a photo has been taken, they affect the situa-
tion that is visible on the photo. Some users expected that a
scene that had been captured on a photo could not be changed
anymore. Correspondingly, we extended the capturing func-
tionality of Photoportals to record versions of the scene if the
recording of temporal aspects is enabled via the time button
on the camera device (see Figure 4 right). This allows users
to go back to earlier versions of the scene if they are unsatis-
fied with their manipulations. In collaborative work, it also
enables users to apply manipulations to a separate version
and show their results to everybody else. Then the group can
accept the suggested changes by entering this version of the
scene. We currently record the full scene graph for a ver-
sion and only support a full exchange of scenes, but we aim
to include a versioning system that supports branching and
merging of content.
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Recording temporal aspects naturally supports the capturing
of action sequences similar to the creation of temporal links
in the work of Greenhalgh et al. [13]. Our virtual video se-
quences also include the captured performances of the life-
sized 3D video avatars of local and remote users.

In summary, our capturing techniques offer the following fea-
tures:

• Immediate creation of scene references
• Two display setups:

– Photoportal Window for location references
– Photoportal Box for object references and WIM

• Two viewing modes:
– 2D View for aligned perspectives
– 3D View for portal functionalities

• Recording of versions and animations [13]
• Capturing of local and remote users as 3D video avatars
• Storage and management of scene references in a gallery

Sharing Perspectives
Our 3D display system enables the perception of a shared
3D environment among multiple users. However, sharing the
same 3D environment does not guarantee that everybody sees
the same (fragmented visibility). Our Photoportals provide
three techniques to increase the visibility of relevant scene
details for all involved users: perspectives can be shared, oc-
cluding objects can be cut away and additional object repre-
sentations can be acquired within arm’s reach.

If users want to share a particular perspective of the scene,
e.g., to show the alignment of several objects, they can take
a photo of this view and immediately show it to others on
the virtual display of the camera device (Figure 5). The 2D-
Window mode is often preferable in this case. It ensures that
all users can see exactly the same perspective on the Photo-
portal display. However, the lack of stereo and motion paral-
lax also hampers depth perception. In cluttered environments,
such as a car’s engine compartment, it can become impossi-
ble to distinguish between objects that are located at different
depth levels along the perspective. In these occasions, the
3D-Window mode can be the better choice.

Each group of users typically has a single camera device, but
multiple devices per group are also supported. Each device
maintains its own gallery but their content can be shared too.
Taking a photo of the virtual screen of another camera device
copies the shown photo (Figure 5 right).

Figure 5. Left: A user shares an interesting perspective with a local
collaborator. Right: The exchange of captured photos is supported with
a copy functionality between Photoportal cameras.

If the groups’ attention shall be drawn to a particular object
that cannot easily be seen behind surrounding geometry, they
can make use of the Photoportal as a cutting plane. The near
clipping plane of our Photoportals is aligned to the virtual dis-
play; hence the tool facilitates the exposure of hidden objects
through clipping of occluding geometry. Such cutaway views
can be captured, readjusted and scaled as any other virtual
photo in our system. This facilitates the group discussion of
zones that cannot be reached comfortably (Figure 6). Using
the display box for cutaway views provides additional infor-
mation on adjacent geometry. The box’s shape can even be
adjusted to the object of interest.

Figure 6. Two users examining interior parts of a building model with a
Photoportal used as a cutting plane (left) or a 3D cutout (right).

In summary, our interface supports communication and mu-
tual exchange with the following features:

• Rapid capturing of individual perspectives
• Shareable handheld view representations
• Cut-away views to reveal hidden geometry

Navigation Techniques
Photoportals provide references to remote locations and it
seems natural to use these for navigation too. Earlier frame-
works for reference-based interaction suggested navigation
support in terms of camera-manipulations in a WIM [40,
41], but the resulting viewpoint motion can be uncomfortable
from an egocentric perspective. Our Photoportals provide the
means for the ad-hoc creation of a WIM. We simply need
to scale down the scene representation in the 3D-Box mode
(Figure 7). Miniaturized 3D avatar representations of local
and remote users are also visible inside the WIM.

Figure 7. Using Photoportals as a WIM. The image on the right side
illustrates the benefits of implicit geometry clipping for wayfinding in-
side a virtual building. Note the 3D video avatars of remote users in the
miniature view.

For viewpoint navigation, however, we do not manipulate the
position of these avatars in the WIM. Instead we switch to
3D-Window mode, adjust the scaling and enter the visible lo-
cations through the Photoportal. Each user can individually
enter a remote scene directly by putting his head into a hand-
held Photoportal in 3D viewing mode. The user who does
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this experiences a seamless transition from the main scene
that is shared with everybody else to the place displayed by
the Photoportal. If the distance between the portal window
and the user’s head is less than 15 cm, the main scene be-
comes fully replaced by the portal scene - but only for that
user. The others remain completely unaffected by this indi-
vidual transition. They only see the respective user putting
the head into the portal (Figure 8 left).

Group transit to another location requires more steps to en-
sure everybody’s awareness and agreement. Our group in-
teraction policy requires that all group-related input must be
operated via a highly-visible central control station, which is
generally the aforementioned Spheron in our setup. Placing
the Photoportal device on the board around the 3D trackball
triggers a coupling between the two input devices. In 2D-
or 3D-Window mode, this coupling activates a public gallery
with the device’s collection of virtual photos on our large
physical screen (Figure 8 right). The near clipping planes
of all user views become aligned with the gallery in order to
avoid occluding scene geometry in front of it. With the but-
tons of the camera device, the users can browse through the
Photoportal collection and select a location they want to enter.
Pressing the capturing button grows the selected Photoportal
to full screen coverage without affecting the scale of the dis-
played scene. This entering process deactivates the public
gallery and resets the near clipping planes of all user views to
the default distance of 15 cm in front of the eyes.

The scene shown in a Photoportal can be scaled up or down
before entering. Therefore, navigation in terms of entering
Photoportals implicitly supports multi-scale navigation simi-
lar to that suggested by [25].

Figure 8. Two ways of entering a Photoportal. Individually, users can
put their head into the portal (left). Group transitions require the selec-
tion of the target view from a public gallery (right).

In summary, Photoportals support navigation tasks with the
following features:

• Shared scene overview for collaborative tour planning [5]
• Preparation of 3D location references
• Multi-scale navigation [25]
• Individual viewpoint transition to remote locations [41]
• Group transit to remote locations

Manipulation Techniques
Similar to other reference-based interaction techniques, our
Photoportals enable the remote manipulation of distant ob-
jects. The basic principle for all these techniques is the trans-
formation of pick ray input towards the Photoportal display
into the shown scene. This has been described previously by

Stoev and Schmalstieg [41]. Our implementation of pick ray
manipulation in the 3D-Window mode corresponds to their
implementation, including the suggested drag-and-drop op-
eration to extract objects from the Photoportal into the main
scene. We extended the concept with different manipulation
techniques that correspond to the characteristics of our Pho-
toportal modes and added further functionality.

We found that the single-display Photoportal does not support
the manipulation of distant objects very well. Without labori-
ous viewpoint adaptations, the distance to the captured object
remains the same and it can only be accessed from one direc-
tion. The drag-and-drop operation for object extraction, in-
stead, works well (Figure 9 left). We extended the technique
with functionalities for object scaling, duplication and ani-
mation. When dragging an object from a scaled portal scene
into the main scene, the object retains the scaling of the scene
from which it is extracted. Inserting objects into a Photopor-
tal works vice versa. A duplicate of an object is created if the
user holds the trigger button of the camera device during the
object extraction. Extracting a moving object from a video
sequence retains its motion path and automatically loops this
motion at the new location in the main scene. This feature
facilitates the creation of simple animation sequences.

Remote manipulation with the Photoportals in 3D-Box mode
corresponds largely to the Voodoo Dolls technique [32]. The
corresponding capturing process fits the focused object or lo-
cation into the box; hence it provides a secondary representa-
tion within arm’s reach. In our implementation, the remote
scene reference appears more like a WIM and is attached
to the physical camera device which facilitates its handling
among multiple users.

The 3D-Box mode does not support object extraction. In-
stead, we increased the manipulation range. Once an object
inside the Photoportal has been selected with the pick ray, it
can be moved beyond the borders of the box. The object does
not get lost when passing the border and it is generally still
visible in the main scene. The viewport of the Photoportal can
be moved thereafter such that the object of interest becomes
enclosed by the box again for further manipulation.

The 2D-Box mode additionally offers constrained manipula-
tion for the precise manual alignment of remote objects. Pick
ray interaction on one of the six orthogonal projection views
is limited to 2D translations along the respective display plane
and 1D rotation about its normal (Figure 9 right).

Figure 9. Left: A 3D object is extracted from a Photoportal in 3D-
Window mode. Right: The Photoportal in 2D-Box mode supports con-
strained manipulation. For more relaxed operation, the Photoportal box
can be coupled with the Spheron device.
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Depending on the task, object manipulations may take time.
Continuously holding the Photoportal device to provide a ref-
erence for manipulation input can become exhausting. For
these situations, we couple the Photoportal interface in box
display mode with the Spheron device. The Photoportal box
becomes detached from the camera device and is then dis-
played hovering above the Spheron (Figure 9 right). Rotation
input to the trackball is now directly applied to the orientation
of the Photoportal box.

In summary, Photoportals support manipulation tasks with
the following features:

• Manipulation of remote objects [41, 32, 40]
• Mutual provision of manipulation references
• Drag-and-drop transitions between 3D locations [41]
• Drag-and-drop copy operations with implicit scaling
• Constrained object manipulation

USER EXPERIENCE WORKSHOP
Photoportals offer novel functionalities that can improve col-
laborative interaction in 3D virtual environments – but only
if they can be operated without hassle. Therefore, the general
usability of the interface was a primary concern during devel-
opment. For the evaluation of our novel interface, we invited
design students from a partner university to realize their own
ideas of interactive virtual environments. In preparation for
this workshop, we visited the students at their university and
introduced them to the interactive possibilities of our system
using photos and videos to illustrate various functionalities.
Groups of two to four students were then asked to develop
application scenarios.

The six resulting scenarios ranged from 3D design reviews
over a futuristic 3D file browser to more gaming-oriented ap-
plications. Most fascinating was the possibility of creating
experiences that would not be possible in the real world, e.g.
traveling through hyperlinks, walking upside-down or meet-
ing oneself in recorded scenarios. After five weeks of prepa-
ration, eight of the students came to our lab to realize their
ideas. We focused on four scenarios which had to be man-
aged by groups of two students.

Procedure
Before we started to work on the students’ scenarios, we fa-
miliarized them with the multi-user 3D displays and the 3D
capturing and reconstruction technology for telepresence ap-
plications. The participants were also thoroughly introduced
to the operation of the Photoportals in groups of two. In an
existing virtual environment, they were shown each function-
ality and then asked to operate it themselves. By following a
predefined script, we made sure that each user operated every
function alone, but also in collaboration with the other. This
took between 60 to 90 minutes per group. Then each user
was asked to complete a questionnaire on the usability of the
overall system and the Photoportal interface. It consisted of a
system usability scale (SUS) [9] and more specific items on
7-point Likert scales. In particular, we were interested in rat-
ings of the different Photoportal functionalities and the use-
fulness of the system to promote collaboration. We worked

on the realization of the students’ ideas during the following
two days. This gave us the opportunity to observe users dur-
ing the unsupervised use of the interface and to discuss their
opinions in brainstorming sessions.

Results
The overall feedback was very positive. The students were
excited about the system and also rated the general usabil-
ity of the Photoportals positively. On a scale between 1
(worst) and 7 (best) a mean score of 5.25 (SD=1,04) was
given. The mean score on the system usability scale was
71.65 (SD=10.43), which is above average [27]. One of the
students added the comment that using the Photoportals pri-
marily required learning the button mappings of modes and
functions, which he considered to be normal for any new elec-
tronic device. During their independent work with the sys-
tem, we observed that it took everybody a while to remember
the mapping.

The ease of using the individual functionalities was also rated
on the same scale (1-7). Capturing, deleting and exchang-
ing photos, as well as entering the portals individually or as
a group, were rated to be most easy with an average score of
6.17 (SD=0.86). The later adjustment of perspectives, includ-
ing the scaling of the scene, was rated slightly lower (M=5.31,
SD=1.10). This corresponds to our observations that users
had difficulties estimating the scale of distant objects and that
relocating a Photoportal capturing position in a scene can be
cumbersome if the scene is shown at a large scale. The ease
of using the Photoportals to create cutaway views was rated
on a similar level with an average score of 5.43 (SD=1.28). In
practice, it requires the same operations to create a cutaway
view as any other adjustment of the perspective. When asked
to decide between cutaway views in plane or box mode, all
but one voted for the box view. The ease of creating object
copies was rated with an average score of 5.25 (SD=1.39).
We observed some users having difficulties remembering that
the trigger button had to be pressed in order to create a copy
rather than removing the object from the portal.

The two remote manipulation techniques were rated differ-
ently. The average score for remote manipulation of objects
in the 3D box mode was 5.5 (SD=0.93). The constrained
remote manipulation in 2D box mode was still rated posi-
tively, but worst among all of our functionalities (M=4.63,
SD=0.92). During the discussions, one participant mentioned
that, for accurate placement, the input should be further con-
strained (e.g. only 2D translation) and that the orthogonal
viewing in 2D box mode can be hard to understand in com-
plex scenes. We observed that our participants tended to use
the portals to navigate to the optimal position for manipula-
tion rather than using it for remote manipulation.

All but one participant agreed that using Photoportals in a
multi-user environment like ours can improve the collabora-
tion of participants. One participant was neutral on that ques-
tion; the average score was 6.13 (SD=1.36). Some partici-
pants argued that the overall system clearly promotes collab-
oration, but that it takes more than a few days’ experience to
evaluate the impact of individual aspects like the Photoportals
on the collaborative use of the system.
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We observed that two aspects of Photoportals for collabora-
tion were immediately used: perspective sharing and terri-
toriality. Our test users frequently assumed Photoportals as
temporary private spaces (territoriality) and used them to pre-
pare perspectives towards interesting parts, sometimes while
somebody else was steering the rest of the group through
the environment. These scene references were then shown
to others (perspective sharing) – in most cases they referred
to detailed scene features or suggested a new target location.
More closely-coupled collaboration, like preparing a refer-
ence view for another user, occurred only rarely. Instead of
asking each other for such support, most users wanted to op-
erate the device themselves – despite being otherwise busy.

DISCUSSION
Our collaborative virtual reality system supports collocated
interaction in a shared 3D environment and the inclusion of
remote participants through 3D video avatars. We experi-
enced that these characteristics provide an overall high level
of workspace awareness, but that it can still be hard to under-
stand and follow each other’s actions in the virtual world if
these go beyond real-world behavior.

This deficit and the desire to better support parallel activi-
ties led us to the design of a novel interface metaphor: Pho-
toportals provide powerful reference-based interaction tech-
niques for collaborative settings. Primarily, they support the
communication about details of a shared virtual environment.
Users can immediately capture objects, locations and views
they want to discuss. Motion sequences can also be recorded.
The resulting virtual photos and videos can then be shown to
others directly or stored for later use. The physical camera
device further promotes exchange between users. The inter-
face also supports post-hoc adjustment of the view towards
the captured scenes, including scaling, which helps to em-
phasize relevant aspects.

The novel interface metaphor also supports the navigation re-
quirements of groups in virtual environments. It only takes
several seconds to create an appropriately scaled and oriented
WIM that can be used for wayfinding. The possibility of en-
tering locations of interest directly through the virtual photo
reduces the need for traveling long distances, which can be
particularly cumbersome for groups. Furthermore, users can
enter saved versions of the scene which can also include the
captured movements of objects, themselves and other users.
This allows them to travel into the past of a design process,
create alternative versions or observe an interaction sequence
including all the movements of the users. A further important
aspect in that regard is the possibility of using the interface
as a private display or territory. If a user wants to inspect a
particular location within the scene that might not be relevant
for everybody else, a Photoportal can be used to provide an
individual view of this place.

Photoportals can also be used for object manipulation. In
this context, they can be considered as an amalgamation of
Voodoo Dolls and tangible props. Like Voodoo Dolls, our
Photoportals clearly show what they are referring to, while
grasping the physical capturing device facilitates the handling

of these references. Our technique contributes further advan-
tages for collaborative scene editing. The capturing of a re-
mote object or location for manipulation does not yet change
anything in the shared scene. It only manifests the intention
and provides a reference to the relevant part of the scene.
The collection of photos thereby provides a storage space for
planned activities. The actual editing can be postponed to a
moment that fits into the collaborative workflow and allows
participants to discuss the intended changes. Moreover, if the
group ultimately does not agree on the applied changes, they
can use Photoportals to return to an earlier captured version.

Our interfaces and interaction techniques have been designed
to encourage the engagement of each individual through mul-
tiple access points and different levels of involvement. At
the lowest level, each user can explore the shared scene from
various angles by walking around. The consistency of the
shared environment facilitates gestural communication about
the application content. As a next step, one can take a camera
device for capturing photos of interesting features and show
them to the others. Alternatively, the pick ray can be used to
select and manipulate objects in the scene. The group can also
be navigated through the virtual environment. Such group-
related operations are controlled through the centrally located
Spheron device to increase awareness and minimize conflicts.

This selection of tools provides the users with complementary
functionalities and thus invites cooperation. For example,
the Photoportals provide references for manipulation with the
pick ray and the Spheron can be coupled with the Photopor-
tals. We observed that users easily distribute fully orthogonal
tasks like navigation and manipulation amongst each other,
but that more closely intertwined collaboration only occurs
among users that are proficient with the involved technolo-
gies and know each other well.

CONCLUSION AND FUTURE WORK
We presented Photoportals as a consistent interface for
reference-based 3D interaction techniques in distributed
multi-user virtual reality systems. Photoportals allow the
quick creation of references and provide easy access to stored
ones. Our user experience workshop revealed their usabil-
ity and showed indications of their benefits for collocated
and remote group interaction. The development of our col-
laborative interaction techniques followed well-established
guidelines from the field of computer-supported collabora-
tive work. In particular, the tangible interaction framework
of Hornecker and Burr guided our developments [21]. The
consistency of the shared 3D space inhabited by locally and
remotely collaborating users leverages workspace awareness
and promotes full-body interaction.

Our Photoportals allow users to take photos and videos of the
surrounding scenery while they are collaboratively exploring
a virtual environment. Recordings can be shared among col-
located and remote users and serve as portals into the captured
3D scenes. Photoportals provide additional access points for
interaction, minimize the issue of fragmented visibility and
provide unambiguous references for communication, manip-
ulation and navigation. They also provide users with a private
interaction space where they can prepare views that refer to
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individual areas of interest. Photoportals can also refer to al-
ternate versions of the scene in which users can explore their
ideas for modifications. In that sense, Photoportals support
the externalization of ideas that can be collaboratively dis-
cussed before they are applied to the shared virtual environ-
ment.

Given the development in 3D scanning, light field acquisi-
tion and display technology, we envision that, in the future,
static real-world photos will only be placeholders for interac-
tive portals to the captured scenes in a simulated mirror world
and suggest virtual reality as a development platform for ap-
propriate user interfaces.
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