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ABSTRACT

We describe Marquee, a pen-based video logging tool which

enables users to correlate their personal notes and keywords

with a videotape during recording. We present our observa-

tions about coordinating the task of logging in real time and

describe the three phase, user-centered approach we took in

designing the tool. Our early work explored the functional-

ities needed by users to successfully create a log. In the sec-

ond phase we focused on testing our intuitions about logging

by conducting user studies with paper mock-ups. In the final

phase, we implemented a working prototype system and

placed it in a setting to see if it supported people logging in

real time.
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INTRODUCTION

Advancements in video recording technologies have simpli-

fied the capture process to the point where the creation of

large collections of video is commonplace. To create access

points into the recorded footage, users generate a list of Ioca-

tion pointers, an inde.~, and/or apply critical or explanatory

descriptors, amzotaticms. The resulting collections of notes, a

log, supports the users accessing and retrieving footage from

these archives. For people to utilize the video records they

collect, they need methods and tools to create logs easily that

enable access and retrieval from their video archives.

Recently, there have been a number of innovative

approaches to making logging video an easier task. Many of
these efforts have focused on providing new methods for

describing the content and context of the footage

[1,2,4,7,9,13,15,17]. In these cases, the indexer manually
provides personal interpretations of the material by applying
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descriptions of the footage correlated to time stamps embed-

ded on the videotape. The granularity and form of these

descriptions varies according to the system used, the log-

ger’s community of practice and the potential applications of

the material. Although these systems allow users to create

detailed descriptions of the video, they require them to per-

form post-capfur-e reviews of the tape. Post-processing foot-

age without the aid of a general index or map into the

material requires the user to spend an extensive amount of

time logging the footage.

An alternative approach to manual indexing is being

explored by those interested in processing the video and

audio signals automatically [10,11,12,14,16,18]. These

methods detect changes in the signals and correlate the

points of change with the time stamps on the video. The goal

of these methods is to process the footage and to generate an

index automatically. Although potentially effective, these

methods have not shown that they can extract the same

degree of detail as do human loggers. For example, an index

created on the basis of speaker segmentation of the material

would tell us who was speaking but not the substance of the

talk.

We believe that users need a method for generating a rich set

of annotations during video recording, that is, in real ~irne. In

this paper we describe Marquee, a tool to provide users with

a means for correlating their personal notes with the

recorded footage. It presents our observations about coordi-

nating the task of logging in real time and describes the

method we used in designing the tool and the resulting proto-

type. Finally, we suggest further directions for investigation.

SUPPORTiNG THE TASK OF LOGGING

Our prior investigations into annotation and indexing [ 17]

have demonstrated that describing the contents of a video-

tape is a personal task and varies in form as well as in the

level of detail. In addition, users required a non-restrictive

interface to support their wide variations in notation styles.

Some users, such as anthropologists and linguists [ 13],

desire a very fine grained transcript of spoken words as well

as descriptions of visual and auditory actions. For other

users, such as home video enthusiasts, a simple outline or
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sparse notes are enough to support their retrieval needs. In

designing our system, we wanted to support the varied needs

of loggers as well as take advantage of their current real-time

note-taking practices. These observations also influenced our

choice of an input device for our system.

Real Time Note Taking

Many people currently take handwritten notes even if an

event is being recorded. For example, at PARC, many lec-

tures and meetings are regularly recorded on videotape, but

it is not unusual for the participants in these settings to take

paper notes as well. This observation led us to design a pro-

totype system that enables users to take notes in real-time

and have those notes provide them access into the videotape.

Real-time annotation provides a skeletal structure for

retrieval; a first pass of an iterative process of logging and

review [8]. This is especially true for users who desire a

more complete description of the recorded material, as the

first-pass log affords them an overview of the footage upon

which they can elaborate.

Input Devices

We had two options for the tool’s input device—a typing

keyboard or a wireless electronic pen. Using a keyboard

would potentially allow for rapid text entry and searchable

notes; however, an electronic tablet and stylus supports the

current work practices of users, changing only the surface on

which they are taking notes and not their style of note taking.

Marking instead of typing also allows users to add notations

that are not words, such as symbols and sketches.

Research in using pen based computing [3,5,19] supports our

choice of a pen interface. However, we were hesitant to

employ this technology without having reliable handwriting

recognition for later searching. At the same time, we chose

not to constrain our users by requiring them to print charac-

ters, or work within gridded writing areas. To avoid the limi-

tations of current character recognition, we decided to

support retrieval through the manual application of machine-

readable keywords, a concept which we will describe later.

DESIGN METHOD

We undertook the task of designing the logging tool in three

stages. The early work focused on understanding the design

space. By constructing Hypercard envisionments of the sys-

tem, we explored the types of functionalities users need to

successfully create an index. The second phase concentrated

on testing our intuitions about the logging task by conduct-

ing user studies with paper mock-ups. Finally, we imple-

mented a working prototype and placed it in a setting to see

if it would support people creating logs in real time.

Envisionments

Our first step was to construct several different Hypercard

prototypes which explored the issues of logging video in real

time. We decided to support two forms of notation: hand-

written notes and keywords. The handwritten notes provided

personal interpretations of the recorded event, while key-

words allowed for structuring and/or categorization of the

footage. Therefore, each prototype included a note-taking

area on which users could take handwritten notes as well as a

set of buttons that represented keywords. Users could toggle

on and off the buttons in real-time when particular events in

the video began and ended (Figure 1).

keyword buttons

\

note taking area

/
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Figure 1: An Early Hypercard Prototype

In designing these early prototypes, we made two important

assumptions about the interface. We required the user to take

notes on small, independent sheets and assumed that the user

could navigate among those individual sheets. The second

assumption was that the user could coordinate the task of

writing notes with the task of toggling keyword buttons, both

in real time.

Paper Mock-Ups

We conducted a series of short studies to see how people

would coordinate taking notes with the constraints of pro-

cessing information in real time. Exploring the design issues

by using paper mock-ups facilitated quick feedback on our

ideas. In addition, they helped us to focus on the issues of

supporting real-time logging instead of system implementa-

tion details, therefore allowing us to drive the design of the

tool’s interface from the user studies.

Taking Notes in Rea/ Time. The first user trial simply asked

“what would people do if asked to log segments of video in

real time?” We gave the subjects a pen, a stack of 3x5 cards

(to represent the tablet size), and a video monitor that dis-

played video segments with visible timecode. Our subjects

were volunteers from the PARC community who had a wide

range of expertise in logging video. Some had never logged

a videotape, while others were members of the video ser-

vices department. At the start of each session, we read short

descriptions about the materials they were going to watch

and provided them with purposes for logging the videotapes.

For example, we showed them a political round table discus-

sion and asked them to log the tape so that their boss could
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Figure 2: Subjects Used the Index Figure 3: Subjects Used Coins and Figure 4: Subjects Took Notes and
Cards as a Long Scroll Labels to Toggle Keywords Used Keywords with Paper

later retrieve portions of the tape and find each guest’s politi-

cal position.

We observed that all of the subjects could write notes in real

time. They all utilized the visible timecode on the monitor

and marked times when something happened which inter-

ested them. We also observed that none of the loggers had

problems managing the set of index cards; however, all of

the subjects arranged their note cards in a linear pile as if cre-

ating a long scroll (Figure 2). From this exercise we con-

firmed that logging is perceived as a linear task and

determined that we needed to support users seeing a range of

their notes in context, thus “preserving the linear integrity”

[1] of the material.

Applying Key Words [n Real Time. Our next set of observa-

tions revolved around the notion of applying keywords to

recorded material in real time. We wanted to know if it was

feasible to have people coordinate the task of note taking

with the task of categorizing the infocrnation. Our initial

intuition was to explore buttons as a mechanism for turning

on and off keywords. We proposed that users would have a

suite of buttons at their disposal and could toggle them on

and off. The user could create and apply keywords while also

continuing to write notes. These buttons would automati-

cally be attached to the timecode on the videotape and, there-

fore, create an index for the tape.

To test this idea, we provided our subjects with a set of coins

and paper button labels. To turn on a keyword, the logger

simply placed a coin on a label and removed it when it was

to be turned off (Figure 3). Again, we asked them to watch

several types of video material, gave them a purpose for log-

ging, and asked them to utilize the 3x5 cards to take hand-

written notes. This was a very difficult task for most of our

subjects. They all complained that they could not keep up

with both taking notes and turning on and off the buttons.

Most of them concentrated on either the keywording or note

taking but not both. We observed that the coordination of the

two tasks as well as digesting the material was a frustrating

exercise. We had made the job of indexing more difficult

rather than simpler.

As a result of our studies, we recognized that we had to

rethink the application and management of keywords. Our

Mock-Up of Marquee

subjects needed a technique which would allow them to

apply a keyword without the pressures of real time. In addi-

tion, they needed a way to see and navigate through their

collections of notes; single pages did not support them. On

the basis of these observations, we rethought the interface

design, incorporated solutions to these problems, and then

tested the redesign with another group of study participants.

Paper Marquee

We built a paper mock up of the redesigned system (Figure

4) using a roll of drafting vellum set up so that the writing

area would scroll up and down. To support the attachment of

a timecode from the tape to the log, users created a timezone,

a large writing area correlated to a single time on the tape.

The horizontal surface of the vellum was divided into three

columns: a keyword palette, a keyword striping area, and the

timezone note-taking area. The keyword palette is an area in

which keywords are created, displayed, and organized. The

striping area allows for the attachment of keywords to the

timezones.

To operate the paper system, the subjects performed a series

of pen-based commands which were supported by manual

execution from the design team. For example, we provided a

pad of small, yellow labels on which subjects were able to

write the keyword terms and their identification numbers. If

they created a keyword from their hand written notes (circled

the strokes), the designers would write the keyword on a yel-

low label and then attach it to the keyword palette. Tlmezone

creation occurred when the subject drew a horizontal line

across the vellum, and the timecode was manually entered

by one of the designers.

We asked our study participants to watch a tape and log with

the purpose of documenting the opinions of five journalists

who were discussing the third night of the 1992 Democratic

convention.

We found that people were easily able to synchronize the

task of note taking with the task of applying structure to their

data. One participant created 38 timezones and applied 15

keywords during the twenty-six minute discussion (Figure

5). He shifted between creating timezones, writing notes,

and applying keywords by consistently creating the timezone

first and then adding the notes. The application of keywords
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Figure 5: Usage Pattern of One Study Participant Logging
with the Paper Mock-Up
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usually occurred after he had written his notes, although sev- zone technique provides the means to append the notes either

eral times he returned to a timezone to add keywords. In

addition, this subject also erased a timezone, a keyword and

several words from his log.

From conducting these user studies we noticed that users

could easily switch between taking handwritten notes, creat-

ing and applying keywords, and creating timezones. The

paper mock-up of our system successfully supported users

creating a log in real time.

MARQUEE IMPLEMENTATION

The design envisionments and paper mock-up studies led to

Marquee, a prototype real-time logging tool. Marquee runs

on a Wacom flat tablet display which is attached to a Macin-

tosh computer. The computer is also connected via the serial

port to a Hi8 recording device. To log sequences of events

using handwritten notes, keywords, and pen-based gestures,

users manipulate an electronic stylus directly on the tablet as

if it were a piece of paper (Figure 6).

Real-Time Logging with Marquee

The Marquee log is constructed as the user takes notes,

dividing the scrolling note-taking area into a series of time-

zones. A timezone is created by drawing a line across the

horizontal plane of the tablet (figure 7a). This gesture results

in the rendering of a computer-generated line and the display

of the current time stamp from the videotape. A user may

then make notes appropriate to the time of the event. All of

their notes are attached to the timezone in which they are

written.

Utilizing the timezone technique instead of time stamping
each stroke [6] enables the user to augment their log at any

point in time. For example, in our user studies we noticed

that several of our users scrolled back to previous timezones

to add notes. If each stroke were time stamped to the current

tirnecode rather than to the timezone, the user could not cor-

relate their notes to the times of previous events. The time-

later in the recording session or during a post-capture review

of the videotape.

Users create keywords by simply circling any portion of

their handwritten notes (Figure 7b). The image within the

circle is assigned a unique identifier and copied to the key-

word palette. Keywords can also be created in the keyword

palette by performing the same gesture. To support quick

access to a large number of keywords, users can rearrange

the organization of their keywords by dragging them to new

locations within the keyword palette.

The process of applying keywords to timezones can be

thought of as brushing keyword paint along specified regions

of the log. The user simply dips the stylus in the keyword

palette (taps it) and paints a vertical line along the timezones

they wish to apply the keyword (Figure 7c). Immediately

after they complete the gesture, a vertical line appears in the

column. Attached to the line is the unique identifier of the

keyword. This method of applying keywords eliminates the

need for the user to toggle keyword buttons as events begin

and end. Although each keyword must be applied individu-

ally, attachment can be made during lulls in the recording

session or during post-process review.

The user can erase notes by performing a horizontal scratch-

out gesture. They can scratch out parts of their notes as well

as remove the keyword stripes. They can also scratch out a

keyword, which in turn removes all references to the key-

word. The decision to recognize the horizontal gesture and

not a vertical scratch out gesture eliminated the chance that

the system would mistake certain marks (for example, cur-

sive Ws and Ms) for the scratch-out gesture.

The physical size of the timezones can be changed by drag-

ging a small tab attached to each timezone. This allows the

user to enlarge an existing timezone to add new notes or

insert a new timezone. The timecode associated with the new

timezones reflects the current time on the videotape.
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Figure 7: Marquee’s Gestural Commands

Before a Marquee log can be stored in a database, users must

translate the key words into machine readable text. To

accomplish this they simply circle the unique identifier

attached to the keyword (Figure 7d). This gesture brings up a

small window that contains a bit-mapped representation of

the keyword and a text field in which the users can type in

the keyword label from a keyboard. The typed words are dis-

played next to the time stamp in the note taking area. A small

circle is placed around the unique identifier in the keyword

palette and striping area to indicate that the keyword has

been translated to text.

Post-Process Reviewing with Marquee

During the design of Marquee, we focused on creating an

interface to support logging, and did not resolve the issues of

retrieving video from a Marquee log. Users currently have

just two simple methods for accessing segments on a logged

videotape. One, users ‘circle a timecode in the Marquee log to

cue the videotape to the time stamp or two, users control the

CR directly.

Example Pause o

commands Forward x 1 e~’

Forward x 2 Q

Reverse x 1/10 +

Figure 8: Pen-Based VCR Control

For more direct control of the videotape, we built a pen

based interface to drive the VCR (Figure 8). For standard

operations, the user has access to five buttons which com-

mand the VCR to play at set speeds. Users may also control

the VCR without having to change control devices or shift

their focus from the video screen. To send a command to the

VCR, the user draws a horizontal line within the window.

The direction of the line determines the direction that the

tape will play, while the length of the line determines the

speed at which the VCR will play. Shuttling back and forth

to pinpoint an exact location only requires the user to shift

the pen from left to right. A tap of the stylus within the win-

dow pauses the tape. The advantage of this video control

interface is that it allows users to control the VCR with the

same instrument with which they take notes, and to keep

their eyes focused on the video screen rather than on the con-

trol interface.

MARQUEE IN USE

Our goal has been to explore methods for creating annota-

tions in real time. After developing the prototype we con-

ducted informal evaluations of the tool to make initial

assessments about the usability of the note-taking interface

and to begin to develop an understanding about the types of

notes people make while using a system in real time.

In one study, we offered Marquee to a large group of

researchers at PARC who were planning to hold a three-hour

brainstorming meeting. The day before the meeting, we held

a training session for the discussion participants, in which

we demonstrated how to use the tool, and suggested

approaches to logging. This training provided an opportunity

for the participants to practice making notes and drawing the

commands.

Three of the 15 participants took turns creating a log into the

videotape in real time. The tool easily accommodated their

diverse notation styles, and they were able to coordinate the

application of keywords with hand written notes. Using Mar-

quee did not intrude upon the brainstorming process, and

none of the meeting participants mentioned that they were

bothered by the presence of the Marquee logger.

Observations About the Log

Three people used Marquee during the meeting: one was a

technical writer who had walked in cold to the meeting and
was asked to begin documenting the activity; the second was

a researcher who was familiar with the project but was only

an observer of the meeting; and the third had attended the

training and was a meeting participant. We observed that

each of the note takers had a slightly different style. The first

logger focused on capturing the technical content of the dis-

cussion and did not attach ownership to the ideas being dis-

cussed. During his turn ( 1 hour, 24 minutes), he created 38

timezones and wrote 7 keywords but did not apply them to

the log. In addition, this user had illegible handwriting which

made it difficult to read his part of the log.
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The second note-taker began many of her 36 timezones with

the name of the speaker. She summarized the contents of the

discussion with short phrases. She also created 9 keywords and

applied them 39 times as she took notes. Unlike the other two

note takers, she made occasional references to other actions

occurring during the meeting; such as noting when the group

changed pages on the electronic white board. She logged for 53

minutes.

The third performed the task of note taking in much the same

way as the second, but did not include the identification of

speakers. Her notes focused on the main ideas of the discus-

sion, and in some places they resembled an outline. Many of

her 39 timezones were divided into numbered and indented

sequences, giving her part of the log a visual framework. She

created 9 keywords and applied them 50 times during her 1

hour and 11 minute session.

Using the Log for Retrieval

At this time, two people have reviewed parts of the recorded

brainstorming meeting, In both review sessions the user had a

22 page hard copy version of the log as well as the electronic

version. Both retrievers, had been present during the recording;

however, neither of them had operated Marquee during the

meeting. One was a primary participant in the meeting while

the other was an observer.

The first retriever used the Marquee log to browse the contents

of the videotape. He spent most of his reviewing session

browsing from point to point on the tape by circling timecodes

in the log. He found that having the hardcopy log supported his

browsing by allowing him to look ahead to timezones in which

keywords had been attached. He also augmented the log during

his review, adding new notations to some of the timezones.

The second retriever stated that he reviewed the tape specifi-

cally “looking for notes about action items that might have

been brought up.” He told us that he did not find the notes in

the log useful to him, as they did not describe events in which

he was interested. He followed up this statement by speculat-

ing that “If I were trying to teach someone to use Marquee for

the first time in a setting like a meeting... I would have used as

examples for the keywords, process, and activity things like

‘new topic, action item.” This retriever did eventually find the

parts of the meeting he was interested in reviewing and aug-

mented the log with his own annotations to reflect the process

notes he desired.

Discussion

The use of Marquee by the brainstorming meeting attendees

demonstrates that logging can be accomplished in real time and

that a Marquee log can indeed assist people in accessing infor-

mation recorded on a videotape. Our observations raise issues
for future design and study.

Participating and Taking Notes. We observed that although

Marquee could be used in real time, none of the note takers

spoke during the meeting. They became scribes of the activity

rather than participating note takers. However, none of the

loggers were principle members of the project team, and we

were told later by several of the principles that they were

hesitant to use the system because they felt it might impede

their participation.

We need to explore further whether participants can take

notes with Marquee while still participating, or if effective

note taking requires a scribe. We believe that the ability to

participate while using Marquee will be dependent on the

desired detail of the log and on the user’s understanding of

how to log for the purposes of retrieval.

Individual Note- Taking Styles. We found that Marquee did

support the individual styles of the loggers; however, the

individual styles did not necessarily support other users of

the log. We have not yet investigated how to support multi-

ple users creating shared logs nor multiple users creating

correlated indices. The fact that both of our retrievers desired

different kinds of notes suggests that there be continued

study into effective annotation to support retrieval.

Changing the Behavior of Note Taking. Marquee influences

the approach that users take towards real-time documenta-

tion because Marquee is intended to support retrieval. In

fact, one of the retrievers stated that, “[If I were using Mar-

quee] I would not try to capture [all ideas] in a mad scram-

ble. I would put enough down to be able to find it on the

tape ....In other words, the whole note taking would change if

we had a tape to work from.”

In designing Marquee we carefully chose to support user’s

prior note taking methods; however, our initial observations

have revealed that these methods do not necessarily support

retrieval. As people begin to utilize tools like Marquee, their

methods for indexing and annotating will change to accom-

modate navigation into recorded material. We foresee further

research into understanding the differences between writing

paper notes for recall and note taking to support the replay of

videotaped events.

The Need for Overviews. During the two retrieval sessions,

users utilized the hardcopy logs as overviews in order to

locate potential points of interest. This observation has led us

to explore ways of automatically generating overviews for

the contents of a log, so that users can quickly gain a sense of

the material on a tape. For instance, we could use the key-

word labels applied to timezones to create a table of contents

for a recording.

Logging as an /terative Process. Both of our retrievers added

notes to the log when reviewing the meeting tape. We

believe that logging is an iterative process and that allowing

at least the creation of a skeleton in real time will benefit the

retriever. We found that the skeleton was useful, and the sys-

tem supported users adding notes into the log during record-

ing and during post-capture review. Additional work needs

to be done to investigate how users will want to embellish

existing annotations with new ones. For example, we envi -
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sion a system that tracks changes made by each individual

user, resulting in a way of selectively viewing a particular

user’s interpretations.

SUMMARY

In designing and building Marquee we believed that users

needed a system for generating a rich set of annotations dur-

ing the recording of a videotape. We took a user-centered

approach, first creating simple Hypercard prototypes to

explore different interface designs, then using paper mock-

ups to test our early assumptions, and finally conducting

informal evaluations of the working system itself. The result

of our investigations is a pen-based system which provides

users with a means for correlating their personal notes and

keywords with recorded footage. Our observations point to

further work in understanding the task of logging in real

time. They suggest that Marquee is a powerful tool for creat-

ing a log in real time, which when combined with other

indexing methods, provides a robust retrieval tool.
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