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Abstract. This paper investigates the use of evolutionary programming for the 
search of hypothesis space in visual learning tasks. The general goal of the pro-
ject is to elaborate human-competitive procedures for pattern discrimination by 
means of learning based on the training data (set of images). In particular, the 
topic addressed here is the comparison between the ‘standard’ genetic pro-
gramming (as defined by Koza [13]) and the genetic programming extended by 
local optimization of solutions, so-called genetic local search. The hypothesis 
formulated in the paper is that genetic local search provides better solutions (i.e. 
classifiers with higher predictive accuracy) than the genetic search without that 
extension. This supposition was positively verified in an extensive comparative 
experiment of visual learning concerning the recognition of handwritten charac-
ters. 
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1 Introduction 

The search for an appropriate processing and representation of the visual information 
data is the most complex part of the design of computer vision systems. This task is 
weekly formalized so far, therefore in most cases the human designer is made respon-
sible for it (see [8], p.657). Requiring significant body of knowledge, experience and 
even intuition, this work is usually tedious and expensive. The solutions (representa-
tions, algorithms, etc.) chosen by the human expert, are subjective and sub-optimal in 
terms of system performance. For instance, if a machine learning classifier [22,25] is 
used for the decision making based on given image representation (what is a common 
approach), the hypothesis space searched during its training is limited by that repre-
sentation. This phenomenon may disable the training process from discovering bene-

                                                                 
1 Some results quoted in this paper have been previously reported in [18].  
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ficial solutions for the considered vision task (e.g. recognition, analysis, or interpreta-
tion).    

To overcome these difficulties, in our research we aim at synthesizing the complete 
image analysis and interpretation programs without splitting them explicitly into the 
stages of feature extraction and classification. As a result, the learning process is no 
more limited by the representation predefined by the human expert, but encompasses 
also image processing and analysis. Thus, we follow here the paradigm of direct ap-
proach to pattern recognition, occupied so far mostly by the artificial neural networks. 
However, instead of subsymbolic reasoning and gradient-based learning, we employ 
the paradigm of evolutionary computation for the search of the space of image analy-
sis programs.  

This paper is organized as follows. The next section introduces shortly the evolu-
tionary computation paradigm and, in particular, its variety called genetic program-
ming. Section 3 outlines the GPVIS software environment for experimenting with evolu-
tionary search for pattern analysis procedures. Sections 4 and 5, being the main parts 
of this contribution, describe two novel extensions introduced into GPVIS, which go 
beyond standard evolutionary computation paradigm: non-scalar evaluation of indi-
viduals and their local optimization. Section 6 outlines another extensions, some being 
currently under development. Section 7 describes selected computational experiments 
and presents their results. Section 8 groups conclusions and outlines the most promis-
ing further research directions.   

2 Evolutionary Computation and Genetic Programming  

Evolutionary computation (EC) [4,9] has been used in machine learning (ML) and pat-
tern recognition community for quite a long time [24,25]. Now it is widely recognized as 
a useful metaheuristics or even as one of ML paradigms [22,25]. It is highly appreci-
ated due to its ability to perform global parallel search of the solution space with low 
probability of getting stuck in local optima of evaluation function. Its most renowned 
ML-related applications include feature selection [31] and concept induction [5,6]. In 
this paper, we focus on the latter of the aforementioned tasks, with individual solu-
tions implementing hypotheses considered by the system being trained (from now on, 
the terms ‘solution’ and ‘hypothesis’ will be used interchangeably). For the sake of 
brevity we skip the presentation of EC fundamentals, assuming reader’s familiarity 
with them. 

Genetic programming (GP) is a specific paradigm of evolutionary computation pro-
posed by Koza [14] employing more sophisticated representation of solutions than 
‘plain’ genetic algorithms, which use strings over binary alphabet. Thus, solutions in 
GP, usually LISP expressions, implement solutions in a more direct way. GP is reported 
to be very effective in solving a broad scope of learning and optimization problems, 
including the impressive achievement of creating human-competitive designs for the 
controller synthesis problems, some of which have been even patented [15]. 
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3 Genetic Programming for Visual Learning  

Evolutionary computation found some applications in image processing and analysis 
(see, e.g., [2]). However, there are relatively few research projects, which aim at com-
bining image processing and analysis with learning, i.e. the visual learning, meant as 
the search for pattern recognition programs [12,28,26,16]. Only a small fraction of re-
search focuses on inducing the complete image analysis programs based on training 
examples (images), a paradigm which is very promising and universal in our opinion 
and which is subject of our research on genetic programming-based visual learning. 
From the machine learning viewpoint [22,25], we focus on the paradigm of supervised 
learning from examples, employing the genetic programming for the hypothesis repre-
sentation and for the search of hypothesis space. The candidate programs performing 
image analysis and recognition are evaluated on a set of training cases (images). In 
particular, the solution’s fitness reflects the accuracy of classification it provides on 
the training set.  

The solutions (pattern recognition procedures) are expressed in GPVIS [20], an im-
age analysis -oriented language encompassing a set of operators implementing simple 
feature extraction, region-of-interest selection, and arithmetic and logical operations. 
GPVIS allows formulating the complete pattern recognition program unnecessarily of 
an external machine learning classifier. This is the opposite of conventional approach, 
where the processing is divided into the stages of feature extraction and the reason-
ing. 

 

Fig. 1. Tree-like and textual representations of an exemplary solution formulated in GPVIS 
language (numerical values omitted in the former representation). 

Figure 1 shows a simple example of image analysis program formulated in GPVIS, 
which has the following interpretation: if the x-coordinate of the visual mass center of 
the rectangular region of interest (roi) with coordinates of upper left corner (19,8) and 
lower right corner (2,4) is less than 12, or there are more than 8 pixels in the ‘on’ state 
in another region of interest, then the return value is true. The returned value implies 
decision in the context of particular task (e.g. classification).   
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4 Non-scalar evaluation of individuals 

Similarly to other metaheuristics, like local search, tabu search, or simulated annealing, 
the genetic search requires an existence of an evaluation function f. That function 
guides the search process and is of crucial importance for its final outcome. In induc-
tive learning, f should estimate the predictive ability of the particular hypothesis. In the 
simplest case, it could be just the accuracy of classification provided by the hypothe-
sis on the training set. However, in practice more sophisticated forms of f are usually 
applied to prevent the undesired overfitting phenomenon resulting from characteristic 
for GP overgrowth of solutions. One possible remedy is to apply here the multiple 
train-and-test approach (so-called wrapper) on the training set or to introduce an extra 
factor penalizing too complex hypotheses, either explicitly or in a more concealed man-
ner (as, for instance, in the minimum description length principle [26]). 

The primary claim of this paper is that scalar evaluation reflects well the hypothesis 
utility, reveals however some shortcomings when used for hypothesis comparison. In 
particular, scalar evaluation imposes a complete order on the solution space and there-
fore forces the hypotheses to be always comparable. That seemingly obvious feature 
may significantly deteriorate the performance of the search, as illustrated in the follow-
ing example.  

 
Example 1. For a hypothesis h, let C(h) denote the subset of examples from a non-
empty training set T that it correctly classifies (C(h)⊆T). Let the hypotheses be evalu-
ated by means of the scalar evaluation function f being the accuracy of classification 
of h on T, i.e. f(h) = |C(h)| / |T|. Let us consider three hypotheses, a, b, and c, for which 
|C(a)| > |C(b)| = |C(c)|. Thus, with respect to f, hypotheses b and c are of the same qual-
ity and are both worse than a. 

Let us now stress that, due to its aggregating nature, scalar evaluation ignores the 
more sophisticated mutual relations between a, b and c, for instance the set-theoretical 
relations between C(a), C(b) and C(c). If, for instance, C(b) ⊂ C(a), we probably would 
not doubt the superiority of a over b. But what about the relation between a and c, 
assuming that C(c) ⊄ C(a) and |C(c) ∩ C(a)| << |C(a)| ? In such a case, although a 
classifies correctly more examples than c, there is a (potentially large) subset of exam-
ples C(c) \ C(a), which it does not cope with, while they are successfully classified by 
c. Thus, superiority of a over c is rather questionable. Moreover, if also C(a) ⊄ C(c), 
the question concerning mutual relation between a and c should intuitively remain 
without answer. n 

 
This example shows us that scalar evaluation applied to hypothesis comparison can 
be prejudiced against hypotheses that are only slightly worse, but significantly differ-
ent with respect to the ‘behavior’ on the (training) data. The primary reason for this 
shortcoming is the compensatory nature of the summation operator used in accuracy 
of classification. Such measures may yield similar or even equal values for very differ-
ent hypotheses. An important implication for the search of hypothesis space (espe-
cially evolutionary search) is that some novel and ‘interesting’ hypotheses, which 
could initiate useful search directions, may be discarded in the search. 
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This limitation of scalar aggregating measures is well known in multiple-criteria de-
cision aid, where models alternative to the functional one have been elaborated to 
overcome that difficulty (see, for instance, [30]). Following those ideas, in [17] we 
proposed the relational method of hypothesis  evaluation and selection instead of the 
functional one. In particular, we suggest that when the considered hypotheses ‘be-
have’ in a significantly different way on the training set, we should allow them to re-
main incomparable. Allowing incomparability of solutions implies modifying the hy-
pothesis space structure from the complete order to the partial order. To model such a 
structure, we propose to use the binary outranking relation2, denoted thereafter by 
‘≥’ (see, for instance, chapter 5 of [30]). For a pair (a,b) of solutions, a ≥ b means ‘a is 
at least as good as b’. Then, exactly one of the four following cases is possible: 

?  a is indiscernible with b (a ≥ b and  b ≥ a), or  
?  a is strictly better than b (a ≥ b and not b ≥ a), or 
?  b is strictly better than a (b ≥ a and not a  ≥  b), or 
?  a and b are incomparable (neither a  ≥  b nor  b ≥ a). 

Partial order has a natural graphical representation of directed graph. The nodes of an 
outranking graph correspond to hypotheses, whereas arcs express the outranking. 
Particularly, the potentially best solutions should not be outranked, and are therefore 
represented in such graph by initial (predecessor-free) nodes. Note also that outrank-
ing is in general reflexive and non-symmetric. 

In the context of inductive learning from examples, the idea is to get rid of the ag-
gregating nature of scalar evaluation measures and to go more into detail by analyzing 
the behavior of hypotheses on particular instances from the training set. Intuitively, 
the need of incomparability grows with the dissimilarity between the compared hy-
potheses and becomes especially important when their scalar evaluations are relatively 
close. Example 1 showed us that it makes sense to base the comparison of a pair of 
hypotheses (a,b) on the set difference of the sets of properly classified instances 
(C(a) and C(b), respectively). In particular, the more examples belong to C(b) \ C(a), 
the less likely should be the outranking a ≥ b. 

To avoid confusions, it is important to stress that the partial order imposed by hy-
pothesis outranking as defined above refers to the ‘behavior’ of the hypothesis on the 
training data and therefore it has nothing to do with the orders based on the hypothe-
sis representation, which are also often considered in the literature (e.g. the partial 
order of decision trees used by top-down decision tree inducers). Therefore, the idea 
of pairwise hypothesis comparison is universal in the sense that it does not make any 
assumption about knowledge representation used by the particular induction algo-
rithm. 

Hypothesis outranking relation may be reasonably defined in several different 
ways. In our previous studies on this topic, we based outranking definitions on:  

?  crisp set inclusion [17],   
?  inclusion grade measuring the extent of inclusion hypothesis coverings [19].  

 
                                                                 
2 Formally, an outranking relation induces partial preorder, as it permits indiscernibility.  
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The outranking definitions were designed as to take into account the class distribu-
tions in the coverings C(a) and C(b). For a more detailed discussion of the topic, see 
[19]. 

5 Extending Genetic Programming by Local Search 

The evolutionary computation carries out random parallel search and therefore does 
not require any neighborhood definition in the solution space. As a result, solution 
having high value of evaluation function may be overlooked even being very similar to 
the solution visited in the search. Starting from the late 80’s, several attempts have 
been made to prevent that negative phenomenon. One of the considered remedies was 
to combine the genetic search with other, more systematic, metaheuristics. In particu-
lar, hybridizing GA with various types of local search was reported to improve signifi-
cantly the effectiveness of the search in combinatorial optimization [1]. Such ap-
proaches, known in the literature as Genetic Local Search (GLS), Memetic Algorithms 
or Hybrid Genetic Algorithms are now intensively studied in single- and multi-
objective metaheuristic combinatorial optimization (for review, see [10]).  

Our research reported in [18] follows this direction in the context of GP and focuses 
on intertwining the actions of genetic operators with iterative improvement of solu-
tions. Our expectation is that such a local improvement can make the search more bi-
ased toward good (optimal or suboptimal) solutions. The particular implementation of 
this idea may be different as far as the following features are concerned: neighborhood 
definition, local search algorithm, and the extent of the local optimization.  

Neighborhood definition. A natural way is to base the neighborhood definition on the 
representation of solutions in the GPVIS language. As the neighbor solutions should 
be similar, we generate neighbors of a given solution by introducing minor changes in 
leaves of its expression tree, which, according to GPVIS syntax, contain exclusively 
numerical values. In particular, we obtain a single neighbor by increasing (or decreas-
ing) the value at a selected leave of current solution by a small constant.  

Local search algorithm. In experiments reported in the Section 7 we used the hill-
climbing algorithm for the local improvement of solutions. This metaheuristics evalu-
ates all the solutions in the neighborhood and moves to the best one, provided it is 
better than the current solution. Otherwise no move is performed and the algorithm 
gets stuck in (usually local) optimum.  

The extent of the local optimization. The most appealing setting would be to apply an 
extensive local improvement to all individuals in the population. However, that would 
increase the computation time several times. Thus, we control the local search by 
means of two parameters: 

?  the percentage of best (fittest) individuals that undergo the local improvement,  
?  the limit of hill-climbing steps.   
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In particular, in this study we chose the minimal option, improving locally only one 
best solution in each generation and allowing only one step of the hill-climbing algo-
rithm. Seemingly, such a setting limits seriously the local search extent, as it stops 
prematurely the hill-climbing for solutions, which could continue with improvement. In 
fact, many solutions that could be further optimized actually will continue with local 
search in next generations of evolution, as only a part of the population is being modi-
fied in the recombination process. 

6 Other extensions of GP paradigm 

In this section we briefly describe some other major extensions of the standard genetic 
programming paradigm that have been introduced in the GPVIS system. A more de-
tailed description of these changes improvements may be found in [20]. 

Windowing. The GPVIS environment implements the learning from examples paradigm 
of machine learning. An evaluation of individual consists in its execution on the set of 
training examples. In real-world machine learning tasks, a great part of the training set 
represents the ‘easy’ part of the problem (‘core’), whereas the remaining ones consti-
tute the ‘hard’ part of the problem (‘exceptions’). The performance of learning algo-
rithm depends mainly on its ability to deal with that latter part of the training set.  

In iterative learning (e.g. evolutionary learning) the training algorithm reaches very 
fast the stage, when most (or even all) of the training examples coming from the ‘core’ 
of the problem are correctly classified. Thus, the evaluation of considered hypotheses 
on such examples is rather of secondary importance, and, from the viewpoint of time 
complexity, it is rather waste of time.  

The windowing technique, proposed initially by Quinlan in his well-known C4.5 de-
cision tree induction algorithm [27], is an answer to the problems discussed above. It 
focuses the attention of the learner on the exceptions by incrementally increasing their 
share in the training set. The training algorithm starts the learning with an initial work-
ing set of examples (the ‘window’) being a small sample drawn randomly from the 
original training set. After inducing a hypothesis from the working set, the working set 
is extended by those examples from the remaining part of the training set, which are 
incorrectly classified by the that hypothesis. That process is repeated until all exam-
ples from outside window are correctly classified.  

This procedure in a simplified form has been implemented in GPVIS. In particular, it 
is controlled by two parameters. The first of them is the fitness threshold. The working 
set of training examples is extended when the best individual in the population reaches 
that threshold. The second parameter is the window increment, i.e. the number of new 
examples that should be included into the training set when the windowing procedure 
is being launched. 

Adaptive operators. Before explaining this particular extension in more detail, let us 
have a closer look on a part of the training process in evolutionary learning from ex-
amples. An individual’s evaluation yields a scalar, usually normalized value (unless 
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the non-scalar evaluation described afore is used). That evaluation influences the 
chance for that individual to pass through the selection and to participate in the breed-
ing process of the next generation, as well as the chance of being subject to random 
modifications during mutation process. However, all these potential changes are not 
directly driven by the value of evaluation function, and, in particular, do not depend on 
the response of the individual hypothesis to particular examples from the training set.  

In other words, the inherent feature of evolutionary learning is that the translation 
of the training signal (performance on particular training cases or accuracy of classifi-
cation) into hypothesis modification is very indirect and random. Thus, a chance that 
an individual will really undergo some changes, which would essentially adapt it to the 
fitness set environment is extremely low.  

That observation is the main premise for constructing hybrid evolutionary learning 
systems, most of which are essentially feature selection tools. In that setting, the evo-
lutionary learning searches the feature space and each individual corresponds to a set 
of features, which are used by machine learning algorithm. Then, the performance of 
that algorithm constitutes the value of evaluation function. Such an approach, referred 
to as wrapper in the literature, became very popular in the recent years [13] and 
proved its usefulness in many real-world case studies (see, e.g. [21]).  

The extension implemented in GPVIS follows that idea, however on a much lower 
conceptual level. For the sake of simplicity and elegance, we try to avoid splitting the 
problem into two separate parts: evolutionary feature construction and conventional 
hypothesis induction. Instead of that, the adaptive learning is implemented as a part of 
genetic programming methodology. The idea is to introduce into the hypothesis lan-
guage new terms equipped with some elementary adaptation ability. Such terms, called 
adaptive elements have been implemented in GPVIS. When evaluating an individual, 
the adaptive element collects the values returned by its child subexpressions for con-
secutive exa mples form the training set. Then, the means of returned values are com-
puted separately for the positive and negative class. Finally, the threshold value is 
computed as the average of those two means. Comparison of the value obtained for 
particular example to that threshold yields the final (binary) outcome.  

Such learning procedure is much more flexible and gives much more chance for 
picking up valuable and novel individuals. An advantage of this solution over the 
hybrid techniques described before is low computational cost, which may be practi-
cally neglected when compared to the actual cost of individual’s evaluation.  

Detection of useful subexpressions . There is nothing new in stating that individuals 
evolved in genetic programming are redundant, i.e. they contain a lot of stuff that is 
either useless (e.g. subexpressions which are ‘ingored’ by their parent expressions) or 
overcomplicated. However, already an early research in evolutionary computation 
recognized the positive influence of that redundancy. The ‘dead code’ fragments, so-
called introns, protect the useful parts of an individual from being destroyed by ge-
netic operators.  

There is however another face of this issue. Usually, when evaluating an individual, 
we test exclusively the response of its root nonterminal. However, some of the indi-
vidual’s subexpressions may actually perform better than the entire individual’s ex-
pression tree! In the standard evaluation mode this fact will be never discovered and 
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the solution may be lost in the search process due to its moderate evaluation as a 
whole.  

Therefore, the extension introduced in GPVIS consists in testing (evaluating) all the 
nonterminals in the individual’s expression (except for those that return constant 
values for all examples from the training set) subject to being potential roots of the 
expression tree. When an expression providing better evaluation than the root is 
found, it replaces the entire individual. The primary advantage is here more chance for 
finding good solutions obtained at extremely low computational cost (the return val-
ues for subexpressions have to be computed for all training examples anyway).  

7 The Computational Experiment 

The primary goal of the computational experiment described in this section was to 
compare the search effectiveness of the ‘plain’ genetic programming (GP) and genetic 
programming extended by the local search (GPLS), as described in Section 5.  

 
7.1 Off-Line Handwritten Character Data 

As a test bed for the method, we chose the problem of off-line handwritten character 
recognition, often referred to in the literature due to the wide scope of real-world appli-
cations (see [23] for review of methods). The data source was the MNIST database of 
handwritten digits provided by LeCun et al. [23]. MNIST consists of two subsets, 
training and test, containing together images of 70,000 digits written by approx. 250 
persons, each represented by a 28×28 halftone image (Fig. 2). Characters are centered 
and scaled with respect to their horizontal and vertical dimensions, however, not ‘de-
skewed’.  

7.2 Experiment Design and Presentation of Results 

To ensure comparability of results, the runs of GP and GPLS algorithms were paired, 
i.e. they used the same initial population, training and test sets as well as the values of 
parameters: population size: 50; probability of mutation: .05; tournament selection 
scheme [7] with tournament size equal to 5. In each generation, half of the population 
was retained unchanged, whereas the other fifty percent underwent recombination.  
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Fig. 2. Selected difficult examples from the MNIST database.  
 

An evolutionary experiment started from a randomly generated initial population. Each 
solution was evaluated by computing its accuracy of classification on the training 
(fitness) set, containing 50 images from each of considered decision (digit) classes. In 
the recombination process, the offspring solutions were created by means of the 
crossover operator, which randomly selects subexpressions (corresponding to sub-
trees in Fig. 1) in the two parent solutions and exchanges them. Then, for a small (.05) 
fraction of the population, the mutation operator randomly selected an individual’s 
subexpression and replaced it by an expression generated at random. The operators 
obeyed the so-called strong typing principle [14], i.e. they yielded correct expressions 
w.r.t. to GPVIS syntax. 

As the evolution proceeds, the GP solutions tend to grow, because large expres-
sions are more resistant to the performance deterioration, which often results from 
recombination. This phenomenon is conducive to inconvenient overfitting of hy-
potheses to the training data. To prevent that tendency, the fitness function was ex-
tended by an additional penalty term implementing the so-called parsimony pressure. 
Solutions exceeding 100 terms (nodes of expression tree) were linearly penalized with 
the evaluation decreasing to 0 when the threshold of 200 terms was reached.  

To simplify the task, the problem was decomposed into 10×9/2=45 binary problems, 
each for a unique pair of decision classes. The evolution was carried out for each bi-
nary subproblem separately, based on the training set limited to the examples repre-
senting the two appropriate decision classes. The triangular matrix of 45 independently 
induced classifiers form the so-called metaclassifier, in particular the n2 (or pairwise 
coupling) type of it [11]. The metaclassifier was then verified on an independent test 
set, containing 2000 cases, i.e. 200 images for each of 10 decision classes, acquired 
from a different group of people [23]. 

Table 1. Comparison of the pattern recognition programs evolved in GP and GPLS runs (accu-
racy of classification expressed in percents, superior results in bold).  

Training set Test set 
Metaclassifier 

accuracy 
Metaclassifier 

accuracy 

Classifier size 
(# of terms) 

Max # of 
genera-
tions  

GPLS 
better 

Average 
inc. of 

accuracy GP GPLS GP GPLS GP GPLS 
20 34/45 3.64 57.4  64.3 52.0 57.4 2353  2203 
40 33/45 3.58 60.6  66.8 55.1 61.8 2669  2719 
60 31/45 3.02 62.4  66.9 58.3 62.5 2627  2927 
80 25/45 2.16 64.7  68.3 62.5 62.8 2844  3139 
100 24/45 1.47 67.7  68.4 64.5 62.6 2969  3131 

 
Table 1 presents the comparison of the best solutions obtained in GP and GPLS 

runs. Each row summarizes the results of 45 pairs of genetic runs for binary subprob-
lems. Each run consisted of GP and GPLS training starting from the same initial popula-
tion. Consecutive rows describe experiments with different maximal number of genera-
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tions. To provide better insight, apart from the complete 10-class classification prob-
lem, the 2nd and 3rd columns of the table contain also results for binary subproblems. In 
particular, the table includes:  
− the maximal number of generations (iterations) for the search process (run length), 

as set for a single binary learning task (‘Max # of generations’),  
− the number of pairs of GP and GPLS runs (per total of 45) for which the best solu-

tion evolved in GPLS yielded strictly better accuracy of classification on the train-
ing set than the best one obtained from ‘plain’ GP (‘GPLS better’), 

− the average increase (GPLS minus GP) of accuracy of classification for binary sub-
problems, obtained on the training set (‘Average inc. of acc.’), 

− the accuracy of classification of the compound n2 metaclassifier on the training set 
and test set for GP and GPLS (‘Metaclassifier accuracy’),  

− the size of the metaclassifier, measured as the number of terms of GPVIS expression 
(‘Classifier size’).  

8 Conclusions and Future Research Directions  

The main qualitative result obtained in the experiment is that evolutionary search in-
volving local improvement of solutions (GPLS) outperforms on average the ‘plain’ 
genetic programming (GP).  

As far as the binary classification problems are concerned (2nd and 3rd columns of 
Table 1), GPLS provided positive increment in terms of accuracy of classification on 
the training set, for all settings of maximal number of iterations. Each increase shown in 
3rd column of the table is statistically significant at 0.05 level with respect to the Wil-
coxon’s matched pairs signed rank test, computed for the results obtained by particu-
lar binary classifiers. These improvements seem to be impressive, bearing in mind the 
complexity of the visual learning task in the direct approach (see Section 3) and the 
fact, that the accuracy provided by both the methods for binary problems was at the 
end of runs close to 100%. 

The results for the binary classification tasks influence those of the metaclassifiers 
(columns 4-7 of Table 1). For all run lengths set in the experiment, GPLS metaclassifiers 
are superior on the training set. On the test set, that superiority is also observable, but 
it significantly decreases with time and when the maximal number of iteration reaches 
100, the metaclassifier evolved by ‘plain’ GP becomes better. This observation indi-
cates that some of the GPLS solutions probably get stuck in the local optima of the 
fitness function due to the local optimization.  

It should be stressed that these improvements have been obtained by means of 
very limited extent of local optimization (one step of local optimization applied to the 
best individual in each GP generation). Note also that the obtained GPLS solutions 
have similar size to those reached by GP (last two columns of Table 1).   

Further work on this topic may concern different aspects of the approach. In par-
ticular, it seems to be interesting to consider other local search metaheuristics as tools 
for local improvement of solutions or to look for the compromise between the extent of 
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the local optimization and the computation time. We plan to also work on other related 
research directions, with a special stress on detection of useful subexpressions (Sec-
tion 6) and discovering structure of the task. The reader is invited to track further ad-
vances in this research on the Web: http://www-idss.cs.put.poznan.pl/gpvis/. 
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