To appear in Materialy |1 Krajowej Konferencji Naukowo-Szkoleniowej
‘Komputerowe Systemy Rozpoznawania’ KOSYR 2001 (accepted)

GENETIC PROGRAMMING USING PARTIAL
ORDER OF SOLUTIONS
FOR PATTERN RECOGNITION TASKS

Krzysztof Krawiect

!Ingtitute of Computing Science, Poznan University of Technology
Piotrowo 3A, 60-965 Poznan, krawiec@cs.put.poznan.pl

ABSTRACT

This paper investigates the use of genetic programming (GP) for learning of pattern recognition programs.
The central topic here is the introduction of GP incorporating partial order of solutions as opposed to the
standard complete (linear) order imposed by the scalar fitness function. We claim that such an extension
protects the ‘interesting’, however worse w.r.t. the value of the fitness function, solutions from being
discarded in the selection process, and thus increases the diversity of the population. That hypothesisis
verified on area-world case study concerning the recognition of handwritten characters.
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INTRODUCTION

The motivation for this pgper comes from the following observation. Let us assume that
we perform a search in a discrete space of solutions using some search dgorithm and an
evduaion function. In the case of common search dgorithms like tabu search,
dmulated anneding or evolutionary computation, it is a usua assumption, that the
evdudation function retuns a scdar numerica vaue as the measure of the ‘fitness
(qudity) of a particular solution. An advantage of such an approach is the cdear and
ample interface between the search engine and the evaluation function, what makes
their replacement easy.

However, there is a price we pay for this amplification, which conggs in imposing a
complete (linear) order of solutions onto the search space. As a consequence, it is
assumed that solutions are dways comparable and that, given a par of them, we are
dways able to point the better one, unless they have the same vaue of the evauation
function.

The primary clam of this paper is that in fact solutions may be incomparable and
that it is possble to commit a serious overamplification when comparing them in the
complete order framework. This statement is widdy accepted in the multiple objective
optimization (see, for ingdance, [13], or, for review, [14]), where the solutions are
evauated w.rt. ther different festures. However, here we show that incomparability of
solutions may have different origins than the presence of multiple, explicitly defined,
objectives. In particular, we focus here on the case when evduation of a particular
solution is based on a set of some entities and aggregates somehow the behavior of the
solution on paticular dements of this set. This seting is characterigic for machine
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learning, where solutions are hypotheses, the aforementioned set contains training cases,
and the evauation function is usudly the accuracy of classfication. This paper focuses

on this perspective.

PARTIAL ORDER OF SOLUTIONS

Let us sart with an illudrative example embedded in the machine learning environment,
where the above-mentioned search is controlled by the so-cdled inducer (eg. decision
tree inducer) and takes place in the space of hypotheses (decison trees, respectively)
evauated on the set T of traning examples [10]. For a paticular hypothesis h, the
evduaion function f returns its accuracy of classfication on the traning s, the
amplest and the most widdy used measure of hypothesis qudity. Suppose there are
three hypotheses (solutions), h;, hp and hs, characterized by subsets of correctly
classfied examples Hy, Hy and Hs, respectively. Thus, for instance f(hi1)=|H1J/[T]. Let us
assume, that Hi| > Hz| = Hsl|. Then, with respect to f, hypotheses h, and hz are of the
same qudity and are both worse than h;.

However, having a closer look at the subsets H;, H, and Hz and their mutud relaions
illugrated in Fig. 1 should incline us to revise some of the above datements. As
Ho1 Hy, the superiority of hy to hy is gill well founded, but what about the relation
between h; and hz? Although h; classfies correctly more examples than hs, there is a
remarkable subset of examples (Hs\Hj), which it doesn't cope with, while they are
successfully dassfied by hs. Thus, superiority of hy to hs is doubtful and, as the same
aoplies when conddering the superiority of hz to hg, the question concerning their
mutua relation should probably remain without answer, leading us to the concept of the
solution incomparability. Then, incomparability implies a partial order in the solution
space (as opposed to the complete order imposed by scaa evauation function f) and, in
paticular, the posshility of smultaneous exisence of many ‘best’ solutions (even with
different vaues of f).

T
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Fig. 1. An example of comparable and incomparable hypotheses.

Ignoring this issue and forcing the evauation procedure to impose a complete order of
solutions may result in an undesirable behavior of the search dgorithm, which discards
solutions inferior (even dightly) w.rt. accuracy of cassfication (h, and hs), dthough
some of them () discover some new knowledge from the training data. To prevent the
search dgorithm from losng such ‘interesting  solutions, we should redefine the
interface between search engine and evauation module, replacing the scdar evaduation
function by pairwise comparison of solutions. Such a redefinition is generdly not
draightforward, as most metaheuristcs rely on numerica evauation and complete order
of solutions. In this paper, the above-mentioned idea is being embedded in the
metaheuritics of  evolutionary computation [2], or, more specificdly, genetic
programming [4]. This choice is mogly due to the fact that GP is reported to be very
effective in solving a broad scope of problems, including the search for pattern
recognition programs [2][11], what was a so subject of our former research [5][6][7].
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To make the idea work, we have to define formdly the outranking relation, denoted
thereefter by ‘3’, between two solutions (hypotheses) h; and hy, given the sets of
examples (H; and Hy, respectively) properly classfied by these hypotheses. According
to the definition of outranking [12], hi3 hy should express the fact that h; is at least as
good as hy. To keep the approach as smple as possible, we decided to define the
outranking in a very intuitive way: hi3hy iff Ho i H; 1. Note that, as a consequence,
even a dngle traning example may dissble the outranking (|H2 \ HiJ=1), what implies
some vulnerability of this rdation. This is however the price we decided to pay for
keeping the approach smple and non-parametric. Findly, four cases are possble h; is
better than h, (when hi3hy and not hy®h;), hy is better than h; (anadogoudy), h; is
indiscernible with hy (hi3 h, and h23 hy) or hy and hy are incomparable (neither h;3 hy nor
hp3 hy).

Provided the pairwise comparison, we have to decide how to build up the mating
poal, i.e. how to sdect the best solutions from the population Py in t-th generation of GP
run taking into account the potentid presence of incompardbility. In the prdiminary
research, we tried to extend for this purpose the popular tournament sdlection scheme
[4]. Unfortunately, that approach did not yidd satisfactory results in experimentd
evauation, probably due to the fact, that the presence of incomparability generdly
decreases the sdection pressure (some tournaments reman unsettled). Thus the
gpproach presented in this paper takes another way and conssts in selecting the ‘nort
outranked” solutions, i.e. such solutions hi P; that @$ h'T Pi: h'3 h. However, as there
are uwdly rdaively few such solutions, the missng pat of the mating pool is filled up
with solutions obtained by means of the standard tournament selection.

CASE STUDY: LEARNINGHANDWRITTEN DIGIT DISCRIMINATION

The proposed idea has been adopted in genetic programming-based visual learning,
which was the subject of our previous research [5][6]. Here, the candidate programs
(solutions) performing image andyss and recognition are evauated on a st of training
cases (images), cdled fitness cases in the GP terminology. GP searches the space of
pattern recognition procedures formulated in a specidized language caled GPVIS [7].
GPVIS is an image andyss-oriented language encompassng a st of operators
respongble for smple feature extraction, regionof-interest sdection, and numericad and
logical operations. Despite its amplicity, it dlows for formulating a complete pattern
recognition program without the need for externd machine learning classfier, what is
usualy when the processing is Folit into the feature extraction module and the reasoning
module. Figures 2 and 3 show an example of image recognition program formulated in
GPVIS (see [7] for details on GPVIS syntax and GP search using this representation of
solutions).

As the experimental test bed for the gpproach, we chose the problem of handwritten
character recognition, which is often referred to due to its wide scope of red-world
goplications. The  solutions proposed in  literature  incorporate  Statidtics,
dructura/syntactic methodology, sophisticated neural networks, or ad hoc feature
extraction procedures, to mention only a few (for review, see [9]). The approach
presented in this paper cannot be univocaly classfied into any of these categories, and

1 To be more precise, this condition must hold simultaneously and separately for examples representing
particular decision classes.
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combines the eladticity and learning capability of adaptive sysems with
comprehensibility of symbolic approaches.

The data source was the MNIST database of handwritten digits [9]. It consgts of two
subsets, training and testing, containing together 70,000 digits written by approx. 250
persons (students and clerks), each represented by a 28 28 matrix of gray leve pixes
(Fig. 4). Characters are centered and scaed with respect to their horizontal and vertical
dimensions, however, no ‘deskewing’ has been carried out.

(or (and (poutside (shift (absRoiN 19 8 2 4) (absPoint 12 0))(absPoint
15 16)) (> (x (absPoint 21 14))(y (absPoint 25 4))))(routside (shift
(adjust (absRoiN 7 23 10 18)) (absPoint 7 16))(shift (shift (absRoiN
13 26 3 10)(absPoint 15 4))(absPoint 14 20))))

Fig. 2. A LISP-like representation of an exemplary solution in GPVIS language.

shift 'absPoint'[ x | y ) [ adjust JabsPoint)}( shift JabsPoint}

(absRoiN J[absPoint (absPoint JabsPoint ) absRoiN '

Fig. 3. Thegraphical representation of the solution from Fig. 3
(numerica vaues omitted).

COMPUTATIONAL EXPERIMENT
The experiment described in this section compares the efficiency of ‘plan’ GP and GP
using patid order of solutions (GPPO), mostly w.r.t. the accuracy of classfication of
the resulting solution (image andys's and recognition program).

Programs formulated in GPVIS return logicd vaue (true or fase), so it is impossble
to build the complete digit recognition sysem using it in a direct way. Therefore, we
should decompose the ten-classes problem of digit recognition into binary classfication
tasks, where the decison can be computed by an expresson written in GPVIS, Such
decomposition may be done in severd ways for detals related to this problem the
reader should refer to the literature of the so-cdled meta-classifiers (e.g. [1]). However,
as it was not the centrd topic here, in this experiment we focus on selected pairs of
decison classes. To make the task more redligtic, we used these pairs of classes, which
ae among the mog difficult to discriminate for both humans and paitern recognition
systems, i.e. (1,7), (2,7), (3,8), (4,9), and (8,9).

The genetic search was ran with the same vaues of parameters in both GP and GPPO
cases. population size: 500; probability of mutation: 0.05; maxima depth of a randomly
genarated solution  (initidization): 2 (‘soft’  limit); maxima depth of a randomly
generated subexpresson (mutation):3; maxima number of generations 50 (Stopping
condition); training st (set of fitness cases) gzer 100 cases (50 images per class);
tournament sdlection scheme with tournament sze equa to 5. The solutions were
modified in te common way. The mutation sdects a random a term in the solution and
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replaces it (and its antecessors) by a randomly generated subexpression. The crossover
operator sdlects a random terms in the two parent solutions and exchanges them
together with their antecessors. However, as the GPVIS language uses types, in these
operations one should obey the so-cdled strong typing principle [4].
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Fig. 4. Exemplary images from the MNIST database.

Table 1 presents the results obtained in GP runs for each of five aforementioned tasks
and both methods (GP and GPPO). Each row shows the average of 10 runs (evolutions),
each darting with a different starting point (initid populaion)®. The table presents the
average profile of the best solution found, including accuracy of classfication on the
traning (fitness) st and accuracy of clasdfication on an independent test set (1600
cases, 800 images per class)®. For comparative purposss, the difference between the
average result obtained by GPPO and GP and the false reject probability given by the
paired, one-sded t-tet are dso given. Two last columns show the sSze of the best
solution, defined as the number of GPVIS language terms it was composed of .

Average accuracy on the Average accuracy on an
Task training set independent test set

GP GPPO Diff. ttet GP GPPO Diff. ttet GP GPPO
(1,7) 937 957 020 .11 912 .944 032 .07 42 50
(27) 920 929 .009 .25 .879 .899 .020 .19 38 49
(38) .843 864 .021 .18  .722 727 005 .44 46 45
(49 824 879 .055 .01  .704 .793 .089 .01 46 50
(89) .874 902 .028 .06 .770 .807 .037 .06 44 49

Table 1. The best solutions found in computationa experiments (GP- ‘plain’ genetic
programming, GPPO — genetic programming using partiad order of solutions).

Average size

CONCLUSIONS
Firg of dl, the above experiment gives evidence of the usefulness of GP in solving non
trivid, red-world pattern recognition tasks. Usng this metaheuristics together with the
GPVIS language, we ae able to automaticdly induce complete (i.e. not requiring an
extern classfier), comprehensible, and quite accurate image recognition programs.

2 However, the experiments are paired, i.e. the corresponding GP and GPPO runs start from the same
starting point.

3 Note that the training (fitness) set and testing set are independent in avery strong sense, as they contain
digits written by different people (see[9]).
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The man quditaive result obtained in the experiment is that GPPO, i.e. evolutionary
search taking into account the partid order of solutions, outperforms the ‘plan’ GP on
average. When usng GPPO, there is an increese of accuracy of classfication in
comparison to GP on both training and testing sets for dl five tasks congdered in the
experiment. The statisticd sgnificance of these differences varies, nonethdess the t-test
probability of false rgect error is reaively smal on average (0.125 and 0.155 for the
traning and testing set, respectively). Moreover, an additiond result not shown in the
table is that GPPO gave better accuracy in 36 runs on the training set and in 33 runs on
the test st (per total number of 50 runs). For dl five tasks, the best solution of al ten
GPPO runs was not worse than that of GP (on the training set). Note aso thet these
improvements have been obtained with solutions (programs) of very smilar Sze.

The find concluson of this work is that it seems to be worthwhile to protect the
interesting, however sometimes worse w.rt. the accuracy of classfication, solutions
from being discarded in the search process by means of an appropriate, incomparability-
preserving, pairwise comparison relation. Further work on the topic may concern
different aspects of the approach; some of them however are of specid importance. In
particular, it seems to be interesting to consder the more sophigticated definitions of
hypothess outranking, which should be less sendtive to the classfication of particular
examples. We expect even better results after introducing that modification.
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