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Abstract

With the growth of database complexdiyd sizeit is becomingincreasinglynecessaryo automatethe analysisof

data. Part of this automationis the developmenbf inductivealgorithmsto searchfor characterisingrules. The

paper introduces the formal concept of an indudedendencys a descriptorfor the relationshipswhich characterise
the data within a database. This is done within the framework of known functional depenkelddieshe schema.
Two distinct ways of weakeningthe completenesf an induction are developed,in terms of which a two

dimensional matrix of types of induced dependency is defined.

1. Introduction

The automated extraction afiles andtrendsfrom large quantitiesof datais becomingincreasinglynecessanasthe number,
size and complexity of databases increases. These rules provide insight gttadtuzeand contentof the datawhich might
not be immediatelyapparent. The generalproblemcan be summarisedas the generationof descriptorsand algorithmsto
automate the analysis of large volumes of data.

The specificationof functional dependencies a relationaldatabaséndicatesrelationshipsaboutthe structureof a world of
interest [1, 2]. Inductive inference allows the development of mieharacterisationfom exampleq3, 4]. Our conjecture
is that the induction of functional dependencies would allow the structardathbasao be suggestedrom the inspectionof
its data.

Han, Cai and Cercone[5, 6] distinguish betweenderivedrules in two ways. Firstly whetherthe rule is qualitative or
guantitative(ie. whethera measureof conformity to the rule is given) and secondlywhetherthe rule is characteristic(ie. it
applies to all data identified by sorogteria) or classificatory(ie. the rule enablediscriminationbetweenidentifiable setsof
data).

This paperpresentsa formalisationof the conceptof induceddependencies. It proposesa definition of a full induced
dependencgndsomesubclassedasedon weakercriteria. It will be shownthat the distinctionsmadeby Han et al. canbe
properly expressed within the proposed formalism.

2. Induced Dependencies
2.1. Initial Discussion

The concept is first introduced by means of an example. Consider a relational schema populated as follows:

STU Name St udent 1 d School
BROWN 3 Comp.Sci.
GREEN 5 Maths
WHITE 6 Elec.Eng.
BLACK 7 Maths
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ENR St ud- No Subj - No Year Gr ade

3 DB1 1990 Pass
3 0s2 1989 Pass
5 DB1 1990 Fail
6 DB1 1990 Pass
6 PH3 1990 Pass
7 Os1 1990 Fail
7 IDB 1991 Fail
LEC Subj ect Year Lecturer

DB1 1990 JFR

DB2 1989 JDP

IDB 1991 JFR

0Os1 1990 TR

0s2 1989 JDP

PH3 1990 TR

with known Functional Dependencies (FDs):

STU.Studentld - STU.(Name, School) F1
ENR.(Stud-No, Subj-No, Year) — ENR.Grade F2
LEC.(Subject, Year) - LEC.Lecturer F3
ENR.Stud-No - STU.Studentld F4
ENR.(Subj-No, Year) — LEC.(Subject, Year) F5

Induceddependenciesan be loosely definedas functional dependenciethat are consistentwith the datacurrently heldin the
database but have not been defingthin the databaseschema. Note that induceddependencieare not necessarilytrue; they
are merely satisfied or appear to be true given the data. Thus we are able to suggest the following Induced Dependenci

STU.Name -~ STU.Studentld 11
ENR.Stud-No -~ ENR.Grade 12
LEC.Subject -~ LEC.Lecturer 13
STU.School -~ ENR.Grade 14

Rulel4 shows that induced dependencies, like functional dependemzig®xist acrossrelationsand may be readas "Given
only a student's school it is possible to determine the results of subjects taken by that, stugdenénothemay, "Either all
students in achoolpassall subjectsor they all fail all subjects: For a cross-relatiorinduceddependencyhe relationsare
treatedasif they havebeenjoined on their foreign keys, thus the definedfunctional dependencieare an integral part of the
definition of IDs, (seealso [7] who investigatesthe satisfactionof functional dependenciesver sets of relations). This
follows intuitively from the desireto make use of any known structureof the data. Without the use of these known
relationships there is no way to associate tuples in different relations by inspection of thematespeciallyin caseswvhere
attribute names and domains differ

2.2. Full Induced Dependencies

The notational conventioredoptedn this paperare basedon Maier [2]. A relationalschemeR is a setof attributenames
{A1, ... Aq} where each Aj, 1<i<n, has a corresponding Dj, called as the domain of A;. If

D =D, 0D,0..0Dp then a relatiom onR is the set of mappings or tupleg {ts, ... Ip} O r from R to D where
for eachtj, 1<j<p, tj(Ai) must be inDj, 1<i<n.

If r is a relation orR, with X andY subsets oR then the functional dependenxy- Y holds if and only if forevery X-value
X, Ty(Ox=x(r)) has at most one tuple, wher@ndo are theprojectandselectoperators as given in [2, p 13 et. seq.].

A definition of the full induceddependencys asfollows, (the prefix full is usedto distinguishit from the weak induced
dependency introduced later).

3 In the simple situation it is often possibie assumethat similar attributeswill have identical namesanddomains. In practice

this is commonly not the case and induciedationshipsbetweenrelations containing attributeswith unlike namesshouldnot
be prohibited.



Definition - Full Induced Dependency

Let R be a set of non-empty relationg ry ... 1y defined onRq, Ry ... Ry and letX andY be a subset
of attributes fromRq, Ry ... R,. A full induced dependency betwe¥randY exists if:

i. The data iR is consistent with the existence of a functional depend®¥ngyY,

ii. The closure of functional dependencies definedifdioes not implyX - Y.
Returning to our example earlier, the induced dependencies

STU.Studentld -~ STU.Name

ENR.Stud-No -~ STU.Name

do not hold as conditionii. requiresthat IDs be distinct from FDs, both directly and from the transitive closure of FDs.
Clearly, IDs could have been defined such that FDs comprised a subset of IDs. In practice ihndwdgkrthat IDs and FDs
have separate functions and thus condition ii. requires that they be distinct. Tiparalkzisthe definition of an inductively
strong argument in that it must not be deductively valid [8]. The induced dependency,

ENR.(Stud-No, Subj-No) -~ ENR.Grade

holds but is not minimal. Minimality can be enforced by insisting that:

For no proper subs&t' of X, doesX' -~ Y hold.
2.3. Value Sensitive Induced Dependencies

The Value Sensitive Induced Dependency (or VSID) extémelsonceptfurther. In somecasespnly a subsetof valuesin a
set of attributes infers values in a second set of attributes or an attribute only infers an identifiable sahstinfa second
set of attributes. Consider the case below:

ENR St ud- No Subj - No Year Gr ade
3 DB1 1990 Pass
3 Os1 1991 Fail
5 DB1 1990 Pass
5 0Os1 1991 Fail
5 PG1 1990 Pass
7 DB2 1991 Fail
7 HW1 1992 Pass
7 PG1 1990 Fail
7 PG2 1991 Fail

While thereis no FD or ID from Year to Grade,we can indicate that a Value Sensitive Induced Dependencyholds for a
selection of the ENR relation as follows:

ENR.Year[1991] - ENR.Grade 15

This can be read dEvery subject taken in 1991 halde samegrade” Similarly restrictioncanbe madeon the targetof the
dependency so that:

ENR.Year -~ ENR.Grade[Pass] 16
Formally Value Sensitive Induced Dependencies can be defined as follows:
Definition - Value Sensitive Induced Dependency

Let R be a set of non-empty relationf ry ... Iy defined orRy, Ry ... Ry andlet X andY be subsets
of attributesfrom Ry, Ry ... Rp. Let Dy andDy, be the domainsof X andY resp.andlet D'y be a
proper subset dby and D'y be a proper subset D‘y A value sensitivénduceddependencypetweenX

andY exists with respect tb'y and D'y if the induceddependency'-~ Y' holdsfor X' = crng-X(X)
andY'= OyDD‘y(Y)-



Three comments should be made about the above definition.

a. WhenD'y is equalto Dy and D'y is equalto Dy then the Value Sensitive Induced Dependencysimply
becomes a Full Induced Dependency as the select operations specify no restriction.

b. Restricting the domain of X does not require a corresponding restriction in the domain of Y and visa-vel

C. A qualitative measure of the weakening of the full induced dependency is the extent tDWha'xrldD‘y are

reduced relative tDy andDy,.

Value-Sensitive induced dependenaessimilar to the horizontaldecompositiongliscussedy Ceri et al. and others[9-14].
These references (especially [13]) discuss the fragmentation of relations within the context of distributed databases.

2.4. Weak Induced Dependencies

In some casesn particularwherethereis a largeamountof data,the absenceof an induceddependencyloesnot imply the
absence of an interesting correlation of values. Consider the following:

ENR St ud- No Subj - No Year Gr ade

3 IS1 1990 Fail

3 0Os1 1990 Fail

3 0S3 1991 Pass
3 DB2 1991 Fail 0
5 IS1 1991 Pass
5 0Os1 1991 Pass
5 PG1 1990 Fail

6 DB1 1991 Pass
6 DB2 1991 Pass
6 HW2 1990 Fail

6 PG2 1991 Pass
7 EN2 1990 Fail

7 HW1 1991 Pass
7 PG1 1990 Fail

7 PH3 1990 Fail

In only one case the student's grade was not inducible from the year the subject was attempted Kgstebdupie marked).
This can be written:

ENR.Year -~ ENR.Grade I7

Clearly the definition of aimteresting correlatioris context sensitive. Haat al [6] suggest &-thresholdto handlenoise and
exceptions,ie. fewer than some number of exceptionsare ignored. Other possibilities such as confidencethresholds,
percentageandthe numberof standarddeviationsmay be equally appropriate. Choice of theseis essentiallyapplication
sensitive. Where quantification is required we can write:

ENR.Year -~ (98%)ENR.Grade 18

Definition - Weak Induced Dependency

Let R be a set of non-empty relationg ry ... ry defined orRy, Ry ... Ry and letX andY be a subset
of attributes fromR1, Ry ... R,. A weakinduceddependency)X - (k) Y existsif for somearbitrary
confidence valud', k' < k, we can writeX - " Y.

Clearly,k can be viewed as a measure of the weakening.
2.5. Weak Value Sensitive Induced Dependencies

The two conceptsabovecanbe amalgamatedh caseswvherea subsetof attributevaluesin an attribute almost determinesa
value in another attribute. For instance, given the example above we could more accurately write:

ENR.Year[1990] -~ ENR.Grade 19



ENR.Year[1991] -7 ENR.Grade 110

The significance of Weak VSIDs is an area for further research but clearly the developmduattién algorithmsmust avoid
their excessive production.

3. Properties of Induced Dependencies

Value sensitiveand weak induceddependenciesan be consideredto differ from full induceddependenciesn horizontal or
vertical grounds.

Value sensitive induced dependencies can be viewed as a horizontal weakening in that not all tuples adhere to twed@rop
selection must be performed to create a relation that satisfies full induced dependence, (cf. [12]).

Similarly weak induced dependencies wealtempropertyin a vertical mannerin that the targetattributesonly adhereto the
dependencyo a given confidencelevel. Schematicallythis canbe viewedasin Figure 1 with the shadingindicating some
intuitive measure of usefulness. Note this is different from the vertical fragmentation discussed in, for example [1flewh
two vertical fragments of a relation can be outer joined over the primary key to reform the relation.

Figurel - HorizontalandVertical
Weakenindgn_InducedDependencies
The inference axioms for Functiori2ependenciess given by
Maier [2] do not always hold fdnducedDependencies.In the
axioms belowX, Y andZ aresetsof attributestakenfrom R.
D'y, D'y and D', representa (not necessarilyproper) subsetof

Dy, Dy and D,

Vertical i
Full Woakening == which arethe cross
Induced cakening weo  Products of the
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....... Dependency 2NdZ respectively.
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Reflexivity X -~ X doesnot hold as X - X
holdsandby conditionii for full induceddependencies.The
may seemto run contrary to intuition, however induced
dependencies form a sdistinct from FDs in the sameway as
deductively valid and inductively strong arguments form
distinct sets.

b. Augmentation X —~Yand notZ - Y implies XZ

- Y
c. Additivity X >~"Yand X -~ Z impliesX -
YZ
furthermore
X 57Y andX - ZimpliesX -~
YZ

d. Projectivity X -~ YZand notX - Y implies X



Y

e. Transitivity X >~"YandY -~ Z impliesX -
Z
furthermore
X 5°Y andY - ZimpliesX -~
Z
and
X - YandY -~ Z impliesX -
Z
f. Pseudotransitivity X >"YadYZ -~ W

implies XZ -~ W

furthermore
X -~Y andYZ - W implies XZ
"W
and
X - Y andYZ -~ W implies XZ
"W

All the abovealso hold for value-sensitivénduced dependencieas long as the samedomain subsetis usedwhereveran
attribute set is specified. For instance with additivity:

X[D'y] -~ Y[D'y] andX[D'y] -~ Z[D';] implies X[D'y] -~ Y[D'y]Z[D‘Z]
but

X[D'y] -~ Y[D'y] andX[D"y] -~ Z[D';] does notimply X[D'y] -~ Y[D'y]Z[D‘Z]

nor X[D"y] -~ Y[D'y]Z[D'Z]

4. Related Research

As stated earlier, the work éfan et al. [6] characterisesnductionrulesin two ways. Firstly, a rule is quantitativewhena
measure of conformity to the rule is supplied. Full Induced Dependencies are quantitative inntestsilvenf conformity to
the rule is unity. Weak Induced Dependencies are either qualitatiyeantitativedependingon whetherconfidencevaluesare
specified.

Secondly,a rule is characteristidf it appliesto all dataidentified by somecriteria. Singularly, induceddependencies all
forms as presented here are characteristic. In addiidsof value sensitiveinduceddependencie§or example,|9 andI10
in section2.5) may be usedto discriminatebetweensetsof dataand may thus be usedfor classification. Furthermore the
strength of the closed world assumption (CWA) may be such to allow a V3i®itoplicitly classificatoryin so far asthey
could indicate a dependency that does not necessarily hold for the rest of the domain.

Work on the developmenof databasénductionalgorithmsincludesHan et al. [5, 6] who presentan algorithm basedon
concepttree ascensiorthat returnsa generalisedelation by aggregatingon higherlevel concepts. Flach [16] investigatesa
learning algorithm that allows the induction of multi-valued dependencies from relational data. SignificantlyelBlaesgthe
CWA andallows the induction processto requestnegativeexamplesas appropriate. While the CWA is often of limited
validity, the ability to request confirmation of a candidate dependency is often limited also.

While there is no requirement forcancepthierarchytable (cf. [5]) it could be an effective methodof shorthandfor complex
VSID. For instance, the VSID

ENR.Year[1989] Z&- ENR.Grade[PA,CR DN,HD] 111

together with the concept hierarchy
{PACR,DN,HD} #Pass

would allow the VSID to be restated as:

ENR.Year[1989] -~ ENR.Grade[Pass] 112



Note that concept hierarchies can weaken the induced rule if not all lower level elements of thHewegbhenceptare present
in the VSID.

5. Conclusions and Further Research

This paperpresentsa formalisationof the conceptof induceddependenciesvhich makesimplicit use of any predefined
functional dependencies. This formalisation is then compared with existing work.

As well as the machine learning aspects of this work we also foresee conventional database management uses includir

i. the flagging of updates that violate induced dependencies as a warning of unusual data entry activity,
ii. performance improvement possibilities by better utilisation of available indexes, aptenysationand data
distribution.

Further work is being undertaken to extend the ideas aloowevertemporaldatabasefdefinedin a mannersimilar that used
in [17-19] andthus enabletemporaltrendsto be induced. An aim of the projectis to also handleschemaevolution as
investigated in [20, 21].
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