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DATA LINKING 
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• Data linking or Identity link detection consists in detecting whether two descriptions of 
resources refer to the same real world entity (e.g. same person, same article, same gene). 
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• Data linking or Identity link detection consists in detecting whether two descriptions of 
resources refer to the same real world entity (e.g. same person, same article, same gene) 

DATA LINKING 

http://fr.dbpedia.org/resource/La_Joconde

dbo:Museum

rdf:type

http://fr.dbpedia.org/resource/Musée_du_Louvre

Musée du Louvvre

dbo:museum-of

http://fr.dbpedia.org/resource/Léonard_de_Vinci
dbo:author

aw:Painting

rdf:type

aw:pname
La Joconde

Mona Lisa 

La Gioconda
aw:pname

aw:pname

dbo:city http://fr.dbpedia.org/resource/Paris

dbo:museumName

http://fr.dbpedia.org/resource/Versailles

foaf:based_near

owl:SameAs
Wikidata: Q90

wikidata:Q762

owl:SameAs

Wikidata:Q12418owl:SameAs

La Gioconda (it)

NativeLabel



DATA LINKING: DIFFICULTIES 

4
Different

Vocabularies

Misspelling errorsIncomplete Information : 
- date and place of birth ? 
- museum phone number ? 
- …. ? 

• Data linking or Identity link detection consists in detecting whether two descriptions of 
resources refer to the same real world entity (e.g. same person, same article, same gene). 

La Gioconda (it)

NativeLabel



IDENTITY LINK DETECTION PROBLEM

• Identity link detection: detecting whether two descriptions of resources refer 
to the same real world entity (e.g. same person, same article, same gene). 

• Definition (Link Discovery)
• Given two sets U1 and U2 of resources 
• Find a partition of U1 x U2 such that :

• S = {(s,t) ∈ U1 × U2: owl:sameAs(s,t)} and 
• D = {(s,t) ∈ U1 × U2: owl:differentFrom(s,t)} 

• A method is total when (S  È D) = (U1 x U2)

• A method is partial when (S È D) Ì (U1 x U2 )

• Naïve complexity ∈ O(U1 × U2), i.e. O(n2) 
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Problem which exists since the data exists … and under different 
terminologies: record linkage, entity resolution, data cleaning, 
object coreference, duplicate detection, data linkage …. 

Record linkage: used to indicate the 
bringing together of two or more separately 
recorded pieces of information concerning 
a particular individual or family. 

[NKAJ, Science 1959]

SOME OF HISTORY … 
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DATA LINKING IS MORE COMPLEX 
FOR GRAPHS THAN TABLES (WHY?) 

Databases Semantic Web

Schema/Ontologies Same schema Possibly different schema or ontologies

Multiple types Single relation Classes, hierarchically organized

Open World 
Assumption

NO YES

UNA-Unique Name 
Assumption

Yes May be no

Data volume XX Thousands XX Millions/Billions
(e.g., DBpedia has 1.5 billion triples)

Multiple values for a 
property

NO YES
P1 hasAuthor “Michel Chein”
P1 hasAuthor “Marie-Christine Rousset”
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• Can propagate similarity decisions è more expensive but better performance 
• Can be generic and use domain knowledge, e.g. ontology axioms



DATA LINKING APPROACHES: 
DIFFERENT CONTEXTS

• Datasets conforming to the same ontology

• Datasets conforming to different ontologies 

• Datasets without ontologies 
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DATA LINKING APPROACHES 

• Local approaches: consider properties to compare pairs of 
instances independently 

versus
• Global approaches: consider data type properties  as well as 

object properties to propagate similarity scores/linking decisions  
(collective data linking)

• Supervised approaches: need samples of linked data to learn 
models, or need interactions with expert

versus
• Informed approaches: need knowledge to be declared in the 

ontology or in other format

9



LOCAL APPROACHES 
• Consider (path of) properties to compare pairs of instances independently 
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m2

architect

address
“Saadiyat Island, Abu 

Dhabi”

Jean_Nouvel

“Nov. 8th 2017”

S2

architect

architect

m1

address

Jacques_Lemercier

category
Art_Antiquity

Art_Museum
category

S1

created
Luis_le_Vau

architect Ange_Jacues_Gabriel
created

“1793”

“99 rue de Rivoli, Paris”

=?
=?

“Louvre Abou Dabi”“Musée du Louvre” =?



GLOBAL APPROACHES 
• Global approaches (collective data linking): propagate similarity 

scores/linking decisions  
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m2m1

=

“Louvre”“Musée du Louvre”

p1 p2 “Mona Lisa”“La Joconde”

c1 c2

=

=

“Paris” “Paris”

…



SUPERVISED APPROACHES 
• Need an expert to build samples of identity links to train models (or 

interactive approaches)
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Examples 
of identity
links

S1
S2

Learning of parameters, 
similarity functions, 

thresholds, … 
Identity link detection Identity links



INFORMED APPROACHES

• Informed approaches: need knowledge to be declared in the 
ontology or in other format 

If you know that an Home page is a key for the class Restaurant :

homepage(w1, y) ∧ homepage(w2, y) è sameAs(w1, w2)

sameAs(Restaurant11, Restaurant21)
sameAs(Restaurant12, Restaurant22)
sameAs(Restaurant13, Restaurant23)
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… homepage

Restaurant11 www.kitchenbar.com

Restaurant12 www.jardin.fr

Restaurant13 www.gladys.fr

Restaurant14 …

homepage …

www.kitchenbar.com Restaurant21

www.jardin.fr Restaurant22

www.gladys.fr Restaurant23

… Restaurant24
SameAS

SameAS

SameAS



KNOWLEDGE
Used to construct Logical Rules, numerical rules, complex similarity
functions that infer sameAs, differentFrom or string equivalences

… or used to prune the search space (blocking). 

• Semantics of owl:sameAs or owl:differentFrom (transitivity …)

• Ontology axioms/rules about classes or properties
Equivalent or disjoint classes, subsumption
(Inverse)functional properties, composite keys, graph patterns 
Linkage rules with built-in predicates

• Referring expressions that identify one particular instance
• Assumptions about the datasets

Unique Name Assumption (UNA) or Local-UNA for properties
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FROM KNOWLEDGE
TO LOGICAL RULES

Keys
Example: Address + city is a composite key for the class Restaurant
Restaurant (r1)∧Restaurant(r2)∧address(r1, a)∧address(r2, a) 
∧city(r1,c)∧city(r2,c) è sameAs(r1, r2)

Disjoint classes C1(x) ∧ C2(y) à differentFrom(x,y)

Functional DataType properties 
sameAs(r1,r2)∧city(r1,c1)∧city(r2,c2) à equivalentString(c1,c2)

Local-UNA 
Example: For one publication, in one dataset, all the authors are distinct (the 
inverse may be untrue)
authored(p, a1) ∧ authored(p, a2) è differentFrom(a1,a2)

Referring expression
Example: profession+name is not a key … but there is only one president 
named Obama
name(p1,’Obama’)∧profession(p1,‘president’) è sameAs(p1, http://…81)

15



FROM KNOWLEDGE
TO RULES (OR FUNCTIONS)

• Complex Rules with built-in predicates 

Example: Address+city is a composite key 

IF min(Jaccard(address(w1),address(w2)),jaro(city(w1),city(w2)) > 0.8  
then sameAs(w1, w2) 

Example:Two keys for a book : ISBN, title+year

Score(book1,book2) = Max(sim(isbn(book1), isbn(book2)), 
min(sim(title(book1),title(book2)), sim(year(book1),year(book2)) 
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OWL2 KEY (S-KEY)
OWL2 Key for a class: a combination of property expressions that 
uniquely identify each instance of a class expression 

hasKey( CE ( OPE1 ... OPEm ) ( DPE1 ... DPEn ) )

hasKey(Book(Author) (Title)) means:
Book(x1)∧Book(x2)∧Author(x1, y)∧Author (x2, y)∧Title(x1,w) ∧Title(x2, w) 

è sameAs(x1, x2)

Inheritance : a key declared for persons is valid for researchers. 17



ALTERNATIVE KEY SEMANTICS: 
F-KEY, SF KEYS 

sameAs

S-Key (Researcher, (e-mail))  ([pernelle12, Symeonidou14], Owl2 keys)
one shared e-mail is sufficient to decide

SF-Key (Researcher, (e-mail)) [Atencia12], or F-Key (Researcher, (e-mail)) [Soru15]
the sets of e-mail values must be identical

sameAssameAs

sameAs
myLab:ThomasDupond

myLab:JulesMartin

myLab:Researcher

rdf:type

rdf:type

myLab:TomDupondrdf:type "tom.dupond@mylab.org"

"thomas.dupond@mylab.org"

myLab:hasEmail

myLab:hasEmail

"jules.martin@mylab.org"myLab:hasEmail

myLab:hasEmail

sameAs



ALTERNATIVE KEY SEMANTICS: 
F-KEY, SF KEYS 

myLab:ThomasDupond

myLab:JulesMartin

myLab:Researcher

rdf:type

rdf:type

myLab:TomDupondrdf:type http://papersdb.org/conf/145

http://papersdb.org/conf/26

myLab:isAuthor

myLab:isAuthor

http://papersdb.org/conf/89

myLab:isAuthor

myLab:isAuthor

myLab:isAuthor

sameAs

SF-Key (Researcher, (isAuthor)), F-key(Researcher, (isAuthor))
S-Key (Researcher, (isAuthor))

sameAs

sameAs
sameAs
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ALTERNATIVE KEY SEMANTICS : 
F-KEY, SF KEYS 

20

SF-Key(Researcher, (e-mail)) or S-Key(Researcher, (e-mail))

F-key(Researcher, (e-mail)) (empty sets of values are considered)

SF-Keys, F-keys are interesting when a local completeness is known.



GRAPH PATTERNS

A street in the UK can be
identified by its zip code 
(not in France or US)

A company split from a parent 
company of the same name is
identified by the company name
and another child company. 

21

More generally, a key can be expressed as a graph 
pattern: topological constraints and value bindings that
are needed for identifying entities [Fan et al 15]

also called Conditionnal key [Symeonidou et al 17]



DATA LINKING APPROACHES: 
EVALUATION

• Effectiveness: evaluation of linking results in terms of recall and 
precision

• Recall = (#correct-links-sys) /(#correct-links-groundtruth) 
• Precision = (#correct-links-sys) /(#links-sys)
• F-measure (F1) = (2 x Recall x Precision) / (Recall +Precision)

• Efficiency: in terms of time and space (i.e. minimize the linking 
search space and the interaction actions with an expert/user).

• Robustness: override errors in the data

• Genericity: applicable to different datasets and different domains
• Use of benchmarks, like those of OAEI (Ontology Alignment 

Evaluation Initiative) or Lance 
22



LOCAL
DATA LINKING 
APPROACHES 
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FRAMEWORK SILK [Volz et al'09]

A Local, Informed, Unsupervised Rule-based approach

• Allows specifying linking conditions between two datasets (not limited to 
sameAs)

• Provides a Link Specification Language(LSL)

• The linking conditions may be expressed in terms of:
Data transformation functions (e.g. removeBlanks)
Elementary similarity measures (e.g. Jaro, maxSimilarityInSets, setSimilarity)
Aggregation functions of the similarity scores (e.g. max, weighted average ) 
Mappings between classes and properties

•  Can be used for S-keys and some  SF-keys (multivalued datatype properties)

24



SIMILARITY MEASURES IN SILK 
EXTRACT [Volz et al'09]
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EXAMPLE OF LSL SPECIFICATION 
[Volz et al'09]

<Interlinks>

<Interlink id="cities">

<LinkType>owl:sameAs</LinkType>

<SourceDataset dataSource="dbpedia" var="a">

<RestrictTo>

?a rdf:type dbpedia:City

</RestrictTo>

</SourceDataset>

<TargetDataset dataSource="geonames" var="b">

<RestrictTo>

?b rdf:type gn:P

</RestrictTo>

</TargetDataset>

26

Entités à 
lier

Link types

Entities to 
be linked



EXAMPLE OF LSL SPECIFICATION 
[Volz et al'09]

<LinkageRule>

<Aggregate type="average">

<Compare metric="levenshteinDistance" threshold="1">

<Input path="?a/rdfs:label" />

<Input path="?b/gn:name" />

</Compare>

<Compare metric="num" threshold="1000" >

<Input path="?a/dbpedia:populationTotal" />

<Input path="?b/gn:population" />

</Compare>

</Aggregate>

</LinkageRule>

<Filter limit="1" />

27

Mesures de 
similarité
Similarity 
measures

Aggregation 
function 



EXAMPLE OF LSL SPECIFICATION 
[Volz et al'09]

<Outputs>

<Output type="file" minConfidence="0.95">

<Param name="file" value="accepted_links.nt" />

<Param name="format" value="ntriples" />

</Output>

<Output type="file" maxConfidence="0.95">

<Param name="file" value="verify_links.nt" />

<Param name="format" value="alignment" />

</Output>

</Outputs>

</Interlink>

</Interlinks>

</Silk>

28

Possible links

Linking 
threshold



GLOBAL
DATA LINKING 
APPROACHES 
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GLOBAL AND INTERACTIVE 
APPROACH

30

within the social sciences literature [21], [33] and the
information visualization literature [9], [18], [37]. In addi-
tion, several websites [2], [39] show a rich variety of
network visualization examples, and there are many useful
social network software packages that focus on interactive
visualization of the complete network [6], [19], [20], [23],
[28]. While we make use of network visualization in D-
Dupe, our work is quite distinct since we focus on
visualizing the relationships between pairs of references
rather than the complete network.

3 INTERFACE DESIGN PRINCIPLES

The challenge of entity resolution in large relational data
requires an interface that provides tight integration of
statistical data mining algorithms, meaningful presentation
of carefully selected subnetworks, and ready access to rich
details to confirm or refute user conjectures.

Our interface design provides simple access to sophis-
ticated entity resolution algorithms and enables users to
flexibly apply sequences of actions to identify duplicates
effectively. In addition, users are provided with a simple
network visualization, which displays the relational context
between potential duplicates and allows users to make
quick resolution decisions based on the context. The
subnetwork visualization is based on the information
visualization principle of laying out the entities on a
meaningful substrate [4], [12] and is well suited to entity
resolution tasks.

In this section, we introduce an interactive entity
resolution tool, D-Dupe, and illustrate how our design

principles are applied to the overall interface design by
demonstrating a simple entity resolution scenario (resolving
duplicate authors) using a real-world bibliographic data set.
The data set consists of a subset of ACM Digital Library,
which contains 4,073 papers from the ACM CHI conference
from 1982 to 2004 authored by 6,358 people.

Fig. 1 shows the overall D-Dupe interface, which is
composed of three coordinated windows: the potential
duplicate viewer, the relational context viewer, and the data
detail viewer. The potential duplicate viewer (on the left)
shows a list of potential duplicate author pairs that are
identified and ranked based on user-defined similarity
metrics. Users can select a potential duplicate author pair,
and then the relational context viewer (in the upper right
corner) shows the coauthor relationships between the
potential duplicate author pair. Fig. 1 shows a simple
semantic graph layout that represents the coauthorship
relationships of the two potential duplicate authors,
“George W. Fitzmaurice” and “George Fitzmaurice.”
Finally, the data detail viewer (in the lower right corner)
shows all the attribute values of nodes (authors) and edges
(papers) displayed in the relational context viewer.

Users begin the entity resolution process by loading one
or multiple data files depending on their task (deduplica-
tion or data integration). Before searching for potential
duplicates, users need to define a similarity metric, which
describes what information should be used to determine if
two records may match. For example, if users consider
authors likely to match when they have similar names and
affiliations, users can select the attributes such as author’s
name and affiliation for computing the author similarity.

KANG ET AL.: INTERACTIVE ENTITY RESOLUTION IN RELATIONAL DATA: A VISUAL ANALYTIC TOOL AND ITS EVALUATION 1001

Fig. 1. D-Dupe consists of three coordinated windows: the potential duplicate viewer on the left, the relational context viewer on the upper right
corner, and the data detail viewer on the lower right corner. The potential duplicate viewer shows the list of potential duplicate author pairs that were
identified based on the user-defined similarity metric. The relational context viewer visualizes the coauthorship relation between the potential
duplicate author pair selected in the potential duplicate viewer. The data detail viewer shows all the attribute values of the nodes (authors) and edges
(papers) displayed in the relational context viewer.

Authorized licensed use limited to: IEEE Xplore. Downloaded on December 7, 2008 at 07:26 from IEEE Xplore.  Restrictions apply.

D-Dupe

[Kang et al’08]



OBJECTCOREF [HU ET AL. 2011]

• A Global, then Local, (informed), semi-supervised approach
• Learn to detect new links from a set of existing links or links inferred
thanks to ontology axioms (semi-supervised)

• D : a RDF graph that represents a set of equivalent instances
H : a RDF graph that represents new instances

Iterate (1), (2) et (3)
(1) Exploits D to learn property mappings (similarities of values): 

geoalternateName / rdfs:label

(2)  D and H are used to learn a discriminative (property,value) pair for the instance 
(e.g. rdfs:label, ‘Beijing’ is discriminative for the city of beijing)
(3)  Exploits the discriminative (property,value) pair to discover links with new 
instances and add them to D.  
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semweb:Beijing rdfs:label ‘Beijing »
wgs84-pos:long ‘116’
wgs84-pos:lat ‘40’

First discriminative (property,value) pair = referring expression: 
(rdfs:label mapped to geo:alternateName, ‘Beijing’)

Discriminative:
(#instances with this pair in D) / (#instances with this pair in H) > given threshold.

à New instance discovered in H : semweb:Beijing … next property = latitude

D

H

32

Considered entity
Dbpedia:Beijing rdfs:label ‘Beijing’

Owl:sameAs geo:1816670

geo: 1816670 wgs84-pos:long ‘116’
wgs84-pos:lat ‘40’
geo:alternateName ‘Beijing’
geo:alternateName ‘Pékin’



OBJECTCOREF - EXPERIMENTS

•   Restaurants/Persons (benchmark OAEI’2010)
D: 20 links of the goldstandard

• Discriminative properties for persons: SSN, phoneNumber then age
Discriminative properties for restaurants: phoneNumber

•  Results can be incorrect when there are two many iterations. 
Frequent pairs of properties can improve the precision

(e.g. more complex referring expressions s.t latitude +longitude).

Approche F-Mesure
ObjectCoref 0.95
LN2R 0.95
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LN2R [Saïs et al’09]

A global, unsupervised, informed approach that combines two  
methods: 
• L2R, a Logical method: applies rules to infer sure owl:sameAs, 

owl:differentFrom and equivalences or differences of literals.
Rules are automatically generated from the ontology axioms, and from the 
declared assumptions on the dataset.
Forward chaining (unit resolution).

• N2R, a Numerical method: computes similarity scores for each 
pair of instances

An equation system models dependencies between similarity scores. 
Automatically constructed from the dataset, the ontology axioms and the 
assumptions on the dataset. Iteratively solved (non linear, fix point, 
convergence). Results of L2R can be considered.

• Assumptions 
• The datasets are conforming to the same ontology
• The ontology contains axioms

34



Considered Knowledge
• Ontology axioms

Disjunction between classes, (L2R)
(Inverse)Functional properties, (L2R, N2R)
Composite keys, (L2R, N2R)

• Expert knowledge
Similarity functions declared for each property,  (N2R)

• Assumptions on the data
Unique Name Assumption (UNA) (L2R)
Local-UNA (L2R)

35

LN2R [Saïs et al’09]



N2R: ILLUSTRATION 

36

m1, m’1 c1, c’1

p1, p’1

“Le Louvre”,
“Louvre”

“Paris”,
“La ville de Paris”

“La Joconde”,
“l’Européenne”

x1 x2

x3

b11

p1, p’2“La Joconde”,
“Joconde”

x4b41

b21

b31

l= 1/(| CAttr | + | CRel |) e = 0.02

b11 = 0.8, b21 = 0.3,  b31 = 0.1,   b41 = 0.7

x1 x2 x3 x4

Initialization 0.0 0.0 0.0 0.0

Iteration 1 0.8 0.3 0.1 0.7

Iteration 2 0.8 0.8 0.4 0.7

Iteration 3 0.8 0.8 0.4 0.7

Solution:   x1 = 0.8 
x2 = 0.8
x3 = 0.4
x4 = 0.7

x1 = max(max(b11, x3), x4), l * x2)

x2 = max(b21, x1)

x3 = max(b31, l* x1)

x4 = max(b41 , l * x1)

[Saïs et al’09]



LN2R - EXPERIMENTS
• L2R
Precision of 100% (by construction). 
A recall that varies depending on the heterogeneity of the vocabulary
(e.g. 52 % for CORA dataset, 54% for Orange hotel descriptions)
Many differentFrom can be generated thanks to UNA, local-UNA, and 
non equivalent literals involved in functional properties (recall >90% 
on Cora).
Sensible to errors. 

• N2R
95% of F-mesure in OAEI restaurant/person benchmark 
Not efficient.
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IMPORT BY QUERY [Al Bakri et al 15]

A global, informed, rule-based approach based on a backward-
chaining algorithm that combines :

• Local reasoning (forward reasoning)

• External querying to bypass local data incompleteness 
(backward chaining)

To infer a target owl:sameAs or contradict it.

Knowledge : (inverse) functional properties, composite keys, 
semantics of owl:sameAs (transitivity) and owl:differentFrom.
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IMPORT BY QUERY []

A backward-chaining algorithm combining local 
reasoning and external querying to bypass local data 
incompleteness 
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IMPORT BY QUERY [Al Bakri et al 15]

M.C. Rousset, ICFCA’17 



IMPORT BY QUERY [Al Bakri et al 15]

40

Build on demand queries to some entry points of Linked Data
Alternates subquery rewriting steps based on backward chaining and 
external query evaluation (adaptation of Query-Subquery algorithm).



IMPORT BY QUERY - EXPERIMENTS
[Al Bakri et al 15]

41

1.5 million RDF facts, provided by a french national audiovisual institute (INA) 
35 rules (built with the help of INA experts), 0.5 million external facts (DBPedia).
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• External information can be useful to link Data 
2 links (108 differentFrom) with INA 

versus 4,884 links (resp.9,700) with DBPEDIA 

• 100 % precision if the facts and rules are correct 

500 have been manually checked

• Reasoning allows to discover more links
Silk only discovered 2% of the sameAs links discovered by the 
forward reasoner.

• Low number of imported facts

Only 6,000 facts are needed (among 500,000 facts of the 
DBPedia extract)

• Efficient : 191s forward chaining, 7s per query (in average)

IMPORT BY QUERY - EXPERIMENTS 
[Al Bakri et al 15]



PROBFR [Al Bakri et al 15]

• A global, informed approach that model uncertainty as 
probabilities

Uncertain rules, Uncertain facts, Uncertain mappings

• Based on Probabilistic Datalog

Facts and rules are associated with a symbolic event e

An event expression is computed for each inferred fact during
the saturation process (provenance)

ex. ProvR,F((i1 sameAs i2))= (e(r1)∧e(f1)) ∨ (e(r2)∧e(f3))

where fi is a fact, ri is a rule.

Probabilities are then computed thanks to the event expressions 
(and can be reevaluated easily, if some probabilities are updated).
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• MusicBrainz (122 million triples), DBpedia (73 million triples) 
20 certain rules, 36 uncertain rules (probabilities from 0.3 to 0.9)

• Runtime: < 2 hours

• When uncertain information is used, the recall increases very
significantly (checked on samples)

44

PROBFR - EXPERIMENTS [
[Al Bakri et al 15]

Certain rules
All the rules
(probability > 0.9)
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̴ 4.5 
hours

WHAT IF THE ONLY APPLIED RULE
IS TRANSITIVITY OF SAMEAS ? 

[Beek et al.18] 

558.9 million triples
179.7 million entities



After transitive closure …
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558.9 million triples 

̴5 hours

…

Identity Set 
1

Identity Set 
2

Identity Set 
48 999 148

49 million identity sets 
(non-singleton)35.2 billion triples to 

materialize all the implicit
owl:sameAs

WHAT IF THE ONLY APPLIED RULE
IS TRANSITIVITY OF SAMEAS ? 

[Beek et al.18] 



BUT … 
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The largest identity set 
contains 177 794 terms:

Different countries
Different cities
Albert Enstein

à quality problems



SUMMARY
Informed approaches can take into account many kinds of knowledge: 

ontology axioms, expert knowledge, assumption on datasets, referring
expressions … 

Such approaches can easily be extended by new rules.

+ Local approaches: pairs compared independently are efficient, but do 
not allow to propagate decisions (recall can be lower).

+ Global approaches: decision can be propagated logically or 
numerically.

+ Logical approaches infer sure identity links, can be used to infer
differentFrom.

+ Can deal with large datasets: 

forward chaining can be parallelized [Hogan et al. 12], 

backward chaining can be used efficiently (minimization of the 
number of imported facts from external sources).
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SUMMARY
- Logical approaches are partial: they cannot decide for all pairs.  
- Strong assumptions: data are clean, rules are certain (but even
transitivity can lead to many wrong decisions !)

+ In global and numerical approaches, similarity scores can be
propagated (equation system, probabilistic datalog). 
+ Uncertainty can be modelled (similarity of literals, rules with exceptions, 
uncertain facts). 
+- Similarity scores can be assigned to more instance pairs, but the 
decision is not guaranteed.
- The obtained scores are not so significant, thresholds are difficult to fix.
+ Probabilistic approaches can capture the provenance of an assigned
score.
+- Linkage rules are not always available but can be discovered from the 
data (e.g., key discovery approaches)

49
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SIMILARITY MEASURES

• Token based (e.g. Jaccard, TF/IDF cosinus) :

The similarity depends on the set of tokens that appear in both S and T.
è Efficient, but sensitive to spelling errors

• Edit based (e.g. Levenstein, Jaro, Jaro-Winkler) :

The similarity depends on the smallest sequence of edit operations which 
transform S into T.
è Less efficient, may deal with spelling errors, but sensitive to word order

• Hybrids  (e.g. N-Grams, Jaro-Winkler/TF-IDF, Soundex)
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Integration on the Web (IIWEB'03), Subbarao Kambhampati and Craig A. Knoblock (Eds.). AAAI Press 73-78.


