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## IMTRODUCTION

Several investigators have stressed that the first normal form (1NF) condition [Co] is not convenient for handling a variety of database applications $[M, K, J S, S P]$. The first purpose of this paper is to present a database model, namely, the Verso model, where data is organized in non 1 NF relations. The values for some attributes in a Verso instance are atomic whereas the values for other attributes are simpler Verso instances. As we shall see, this recursive definition of the data structure induces a hierarchical organization of the data. Several models have tried to capture the notion of hierarchical data organization [IMS, HY]. The advantage of our approach is that, by using relation as underlying structure, we are able to preserve some of the positive features of the relational model, for instance, a simple algebraic query language.

As mentioned earlier, the first major theme of this paper is to formally present the data structures and operations in Verso. In a Verso schema, some dependencies (very similar to Delobel's Generalized Hierarchical Dependencies [D]) are implicitely specified. Therefore, some semantic connections among the attributes are implied by the choice of a Verso schema. Furthermore, the operations that we propose on Verso instances take advantage of these semantic connections. In particular, some queries which would typically require joins in the pure relational model can be expressed by a selection in the Verso model removing the need for the user to specify access paths.

The second major theme of the paper is the investigation of some key issues raised by this data organization. In particular, data restructuring is studied via the notions of schema equivalence and dominance. Necessary and sufficient
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conditions of equivalence and dominance are exhibited based on some elementary schema transformations. Also, a natural connection between Verso instances and relational database instances satisfying the Universal Relation Scheme Assumption [FMU,MW] is investigated.

In $[S P, J S]$, a non $1 N F$ extension to the relational model (NF2) is also proposed. In an NF2 relation, a non atomic value is a set of atomic values (which is a very restricted case of the non atomic values in Verso). Besides the operations of the relational algebra, they propose to use two new operations, namely nest and unnest, which allow to transform a 1 NF relation into an NF2 one, and conversely. As we shall see, the operations in the Verso model generalize all the operations of the relational algebra. Furthermore, the nest and unnest operations can be seen as very primitive subcases of the data restructuring mechanisms exhibited here.

## 1. PRELIMINARIES

In the following, we assume that the reader is familiar with the relational model. In this section, we briefly review some well-known concepts and present the notation used throughout the paper.

We assume the existence of an infinite set $U$ of attributes, and for each $A$ in $U$, of a set of values called the domain of $A$ and denoted $\operatorname{dom}(A)$. A relational schema is a finite set of attributes. Let $V$ be a relational schema. A tuple $v$ over $V$ is a mapping from $V$ into $A$ in $V \overline{\operatorname{dom}(A)}$ such that $v(A)$ is in $\operatorname{dom}(A)$ for each $A$. $A$ (first normal form) relation over $V$ is a finite set of tuples over $V$. The set of tuples over $V$ is denoted tup(V), and the set of relations rel(V). The relational operations of union, intersection, difference, join, projection and selection are respectively denoted $U, \cap,-, *, \pi$ and select $C_{C}$ (where $C$ is an elementary condition of the form $A<a, A \leq a, A=a, A Z a, A>a$ for some $A$ in $U$ and some a in $\operatorname{dom}(A)$.

A relational database schema is a finite set of relational schemas. A relational (database) instance $r$ of some relational database schema $R$ is
a mapping $r$ from $R$ such that, for each $X$ in $R$, $r(X)$ is in rel(X). A relational instance satisfies the Universal Relation Schema Assumption UURSA) if $r(X) \supseteq \pi_{X}(r(Y))$ for each $X, Y$ in $R$ and $X \subseteq Y$.

In the paper, we also consider finite strings of attributes. Let $A_{1} \ldots A_{n}$ be. a string of attributes. An ordered tuple $x$ over $A_{1} \ldots A_{n}$ is an element of the cartesian product $\operatorname{dom}\left(A_{1}\right) \times \ldots \operatorname{dom}\left(A_{1}\right)$. The set of ordered tuples over some string $X$ is denoted $O$ tup ( $X$ ). For each string $X$ of attributes, the set $\{A$ in $X\}$ is denoted $\operatorname{set}(X)$. For each ordered tuple $x$ over $X$, the corresponding tuple over set $(X)$ is denoted map $(x)$.

In general, $A, B, \ldots$ denote attributes, $a, b, \ldots$ values, $V, W, X, Y . .$. relational schemas (or finite strings of attributes), $v, w, x, y \ldots$ (ordered) tuples, $R, S, \ldots$ relational database schemas and $r, s, \ldots$ relational database instances. We also use the classical convention of writing $X Y$ for the union of two sets $X$ and $Y$ of attributes or for the concatenation of two strings $X$ and $Y$ of attributes.

## 2. THE VERSO MODEL

In this section, we present the data structure and operations of the Verso model using the auxiliary concept of format.

Let us consider first an exemple. A department consists of a set of COURSEs, the BOOKs for each course, the STUDENTs in the course and their GRADEs. We can represent an instance of a department like in Figure 2.1. Intuitively, the department can be considered as a relation over three attributes, say COURSE, $A_{1}$ and $A_{2}$. The values in dom(COURSE) are atomic whereas the values in $\operatorname{dom}\left(A_{1}\right)$ and $\operatorname{dom}\left(A_{2}\right)$ are simpler Verso instances. Let us make two remarks. The first one is that, in the example, there is no BOOK required for the physics COURSE. (Thus, null values can be represented in a Verso instance). The second remark is that an implicit connection is assumed between the attributes STUDENT and BOOK through the attribute COURSE. In other word, a "join" is forced between COURSE STUDENT and COURSE BOOK.

In order to formalize the notion of Verso instance, we need the auxiliary concept of format. Intuitively, a format specifies the underlying structure of a Verso instance.

Definition : A format is recursively defined by :
(i) let $X$ be a finite string of attributes with no repeated attribute, then $X$ is a (flat) format over the set $X$ of attributes, and
(ii) let $X$ be a finite string of attributes with no repeated attribute, and $f_{1}, \ldots f_{n}$ some formats over $Y_{1}, \ldots, Y_{n}$, resp., such that the sets $X, Y_{1} \ldots Y_{n}$, are pairwaise disjoint, then the string $X\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}$ is a format over the set $X Y_{1} \ldots Y_{n}$.

For instance, $f=C O U R S E$ STUDENT GRADE is a flat format over \{COURSE,STUDENT, GRADE\} and $g=\operatorname{COURSE}(S T U D E N T(G R A D E) *) *(B O O K) *$ is a format over \{COURSE,STUDENT, GRADE, BOOK\}.

In the following, we shall use a directed tree representation for formats. The representation of the format $g$ is given in Figure 2.1.

We now define the Verso instances :
Definition : Let $f$ be a format. The set of all (Verso) instances over f, denoted inst(f), is recursively defined by :
(i) if $f \equiv X$ then inst(f) is a finite subset of $\operatorname{Otup}(X)$, and
(if) if $f \equiv X\left(f_{1}\right) * \ldots\left(f_{n}\right) *$ then $I$ is in inst(f)
iff
a) $I \quad$ is a finite subset of
otup $(X) \times$ inst $\left(f_{1}\right) \times \ldots \times$ inst $\left(f_{n}\right)$, and
b) if $\left\langle u, I_{1}, \ldots I_{n}\right\rangle$ and $\left\langle u^{\prime}, I_{1}^{\prime}, \ldots I_{n}^{\prime}\right\rangle$ are in
$I$ for some $u, u^{\prime}, I_{1}, I_{1}^{\prime}, \ldots I_{n}^{\prime}$ then $u^{\prime} \neq u^{\prime}$ or
$\left\langle u, I_{1}, \ldots I_{n}\right\rangle=\left\langle u^{\prime}, I_{1}^{\prime}, \ldots I_{n}^{\prime}\right\rangle$.

Intuitively, the (a) condition states that I is atomic on the attributes in $X$ and not atomic on the "attributes" $f_{1}, \ldots f_{n}$. The (b) condition forces $X$ to be a key. It is clear that the mathematical notation for Verso instance is cumbersome and not really readable. Therefore, in the following, instances will be presented using the "bucket" technique of [PS]. (See Figure 2.1).

In the relational model a database schema consists of several schemas. Similarly, we have :

Definition : A Verso database schema $S$ is a finite set of formats. A Verso database instance $s$ of the schema $S$ is a mapping from $S$ in $f$ in $S$ inst( $f$ ) such that $s(f)$ is an instance over for each $f$ in $S$.

We now introduce four binary operations (fusion, difference, join, and cartesian product) and four unary ones (projection, selection, restriction and renaming) on Verso instances. These operations are natural extensions of the classical relational operations. We start by presenting fusion and difference of instances over identical formats. We shall then extend these two operations to instances over not identical but "compatible" formats.

The first operation, namely fusion, allows to "add" the information contents of two instances.

Definition : Let $f$ be a format and $I, J$ instances over $f$. Then, the fusion of $I$ and $J$, denoted $I \oplus \mathrm{~J}$, is the instance over f recursively defined by
i) if $f \equiv X, I \oplus \therefore=I \cup J$
11) if $f \equiv X\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}, n>0$, then
$I \oplus J=\left\{u\left(I_{1} \oplus J_{1}\right) \ldots\left(I_{n} \oplus J_{n}\right) \left\lvert\, \begin{array}{lll}u & I_{1} \ldots I_{n} \text { in } I \\ u J_{1} \ldots . J_{n} \text { in } J\end{array}\right.\right\}$

$$
\begin{gathered}
\left\{\begin{array}{l}
\left\{I_{1} \ldots I_{n} / I_{1} \ldots I_{n} \text { in } I\right. \text { and } \\
\text { for all } J_{1} \ldots J_{n}, u J_{1} \ldots J_{n} \notin J
\end{array}\right\} \\
U\left\{u J_{1} \ldots J_{n} / \underset{\text { for }}{ } J_{1} \ldots J_{n} \text { in } J \text { and } I_{1} \ldots I_{n}, u I_{1} \ldots I_{n} \notin I\right\}
\end{gathered}
$$

An example of fusion is given in Figure 2.2.
The second operation, namely difference, allows to "substract" the information contained in an instance from the information contained in another one.

Definition: Let $f$ be a format, and I, J instances over f . Then the difference of I and J , denoted I $\theta \mathrm{J}$, is an instance over $f$ recursively defined by :

$$
\begin{aligned}
& \text { (1) if } f \equiv x, I \ominus J=I-J \text { and, } \\
& \text { (2) if } f \equiv x\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}, n>0 \text {, then }
\end{aligned}
$$

$$
I \theta J=\left\{u\left(I_{1} \theta J_{1}\right) \ldots\left(I_{n} \theta J_{n}\right) /\right.
$$

$$
\mathrm{u} \mathrm{I}_{1} \ldots \mathrm{I}_{\mathrm{n}} \text { in } \mathrm{I}, \mathrm{u}^{2} \ldots \mathrm{~J}_{\mathrm{n}} \text { in } \mathrm{J}
$$

$$
\text { and } \left.I_{i} \theta J_{i} \neq \emptyset \text { for some } i\right\}
$$

$U\left\{u I_{1} \ldots I_{n} / \stackrel{u}{ } I_{1} \ldots I_{n}\right.$ in $\left.I_{\text {all }} J_{1} \ldots J_{n}, u J_{1} \ldots J_{n} \notin J\right\}$ An example of difference is given in Figure 2.c. Note that the physics COURSE disappeared whereas the math COURSE is still in I $\theta$ J. This results from the condition " $I_{i} \theta J_{i} \neq \emptyset$ for some $i$ " which is true for math and not for physics.

As mentionned earlier, these two operations will be extended to deal with instances over different but "compatible" formats. To do that, we need the auxiliary concepts of format and instance extensions. Intuitively, a format $g$ is an extension of a format $f$ if the directed tree associated to $g$ can be obtained from the directed tree associated to $f$ by simple insertion of new subtrees. Formally we have :

Definition : Let $f$ be a format. Then an extension $g$ of $f$ is a format recursively obtained as follows :
(i) if $\mathrm{f} \equiv \mathrm{X}$, then $\mathrm{g} \equiv \mathrm{X}\left(\mathrm{g}_{1}\right)^{*} \ldots\left(\mathrm{~g}_{\mathrm{m}}\right)^{*}$ for some $\mathrm{m} \geq 0$
(ii) if $\mathrm{f} \equiv \mathrm{X}\left(\mathrm{f}_{\mathrm{q}}\right)^{*} \ldots\left(\mathrm{f}_{\mathrm{n}}\right)^{*}$ then $\mathrm{g} \equiv \mathrm{X}\left(\mathrm{g}_{\mathrm{f}}\right)^{*} \ldots\left(\mathrm{~g}_{\mathrm{m}}\right)^{*}$ and there exists a subsequence $h_{1} \ldots h_{n}$ of $g_{1} \ldots g_{m}$ such that $h_{i}$ is an extension of $f_{i}$ for each $\mathrm{i}, 1 \leq \mathrm{i} \leq \mathrm{n}$.

Let $f$ be a format and $g$ an extension of $f$. Let $I$ be an instance over f. Intuitively, the extension of I to g , denoted I , is obtained by "padding" at each level with empty instances. The following example illustrates these two concepts.

Example 2.1 The format $g=$ COURSE(STUDENT GRADE*)*BOOK* (TIME ROOM)* is an extension of the format $f=\operatorname{COURSE}(S T U D E N T) *(B O O K) *$. The directed trées, associated to $f$ and $g$ are shown in Figure
2.3. An instance over $f$ and its extension over $g$ are also given in Figure 2.3.

We are now able to formally define the notion of format compatibility.

Definition : Let $f$ and $g$ be two formats. Then $f$ and $g$ are compatible iff there exists a format $h$ such that $h$ is an extension of $f$ and $g$.

Then, in order to "add" (respectively "substract") the information contained in an instance $I$ over $f$ and $J$ over $g, f$ and $g$ compatible, it suffices to extend $I$ and $J$ to a common extension $h$ of $f$ and $g$, and then use the operations of fusion and difference.

The third binary operation, namely join, is defined directly on instances over compatible formats. It allows to "combine" the information contents of two instances.

Definition : Let $f$ and $g$ be two compatible formats and $h$ an extension of both $f$ and $g$. Let $I$, $J$ be instances over $f, g$ respectively. Then the join of $I$ and $J$ (according to $h$ ), denoted I ${ }_{n} J$ is the instance over $h$ recursively defined by $:^{n}$
(i) if $\mathrm{h} \equiv \mathrm{X}$ (so $\mathrm{f} \equiv \mathrm{g}=\mathrm{X}$ ) then $\mathrm{I} \oplus_{\mathrm{h}} \mathrm{J}=\mathrm{I} \quad \mathrm{J}$ and,
(ii) if $h \equiv x\left(h_{1}\right) * \ldots\left(h_{p}\right) *, f \equiv X\left(f_{1}\right) * \ldots\left(f_{n}\right)^{*}$, $g \equiv x\left(g_{1}\right) * \ldots\left(g_{m}\right) *$ then
$I \oplus_{h} J=\left\{u K_{1} \ldots K_{p} / u I_{1} \ldots I_{n}\right.$ in $I, u J_{1} \ldots J_{m}$ in $J$ and,
$K_{k}=I_{i} \oplus_{h_{k}} J_{j}$ if $h_{k}$ is an extension of $f_{i}$ and $g_{j}$ $K_{k}=I_{i}$ if $h_{k}$ is an extension of $f_{i}$ only $K_{k}=J_{j}$ if $h_{k}$ is an extension of $g_{j}$ only

To illustrate the previous definition, two instances over compatible formats are given in Figure 2.4, together with their join according to the format COURSE(STUDENT)*(BOOK)*. The last binary operation, namely cartesian product, is different from the preceeding ones in that its first operand is required to be an instance over a flat format.

Definition : Let $\mathbf{f} \equiv \mathrm{X}$ be a flat format and g a format over $Y$ such that $X \cap Y=\varnothing$. Let $I, J$ be instances over $f, g$ respectively. The cartesian product of $I$ and $J$, denoted $I \otimes J$, is the instance over $\mathrm{X}(\mathrm{g})^{*}$ defined by :

$$
I \otimes J=\{u J / u \in I\}
$$

Note that if $f$ and $g$ are both flat formats, and $I$, $J$ instances over $f$ and $g$, respectively, then $I \otimes J$ and $J \otimes I$ are different. So the cartesian product is not commutative.

We now turn to the unary operations. The first one, namely (Verso) projection, allows to "project out" some particular "subinstances!. Formally :

Definition : Let $g$ be a format and $I$ an instance over $g$. Let $f$ be a format such that $g$ is an extension of $f$. Then the projection of $I$ over $f$, denoted $I[f]$, is an instance over $f$ recursively defined by :
if $f \equiv X\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}, g \equiv X\left(g_{1}\right)^{*} \ldots\left(g_{m}\right)^{*}$, and
for each $1 \leq i_{1}<i_{2} \ldots<i_{n} \leqq m, g_{i_{k}}$ is an extension of $f_{k}$ then
$I[f]=\left\{u I_{i}\left[f_{1}\right] \ldots I_{i_{n}}\left[f_{n}\right] / u I_{1} \ldots I_{n}\right.$ in $\left.I\right\}$
Intuitively, the result of the projection is simply obtained by removing all the "subinstances" corresponding to "subtrees" which are projected out. An example of projection can be found in Figure 2.5 .

The second unary operation is the (Verso) selection. Besides the relational like conditions of the form "Attribut comparator Value", the Verso selection allows some existential and non existential conditions on some "intermediary" results.

Definition : Let $f$ be a format. Then a (Verso-)selection $S$ over $f$ is an expression recursively defined in the following way.
(1) if $f \equiv X$ then $S \equiv$ select $_{C}$ where $C$ is the conjonction of elementary conditions $(1)$ on attributes in $X$.
(2) if $f \equiv X\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}$ then
$S \equiv$ select $\left\langle S_{1} \ldots S_{n}\right\rangle_{C}$ where $S_{i}$ is a Verso selection over $f_{i}$ for each $i, 1 \leq i \leq n$, and $C$ is a conjoncton of
(a) elementary conditions on attributes in $X$
(b) conditions of the form $S_{i} \neq \emptyset$ or $S_{i}=0$ for some 1 .

The result of a selection is defined in the following way.

Definition : Let $S \equiv$ select $\left\langle S_{1} \ldots S_{n}\right\rangle_{C}$ be a Verso-selection over the format $X\left(f_{1}\right) * \ldots\left(f_{n}\right) *$. Let $I$ be an instance over $f$. Then the result of the applieation of $S$ to $I$, denoted $S(I)$, is defined by

$$
\begin{aligned}
S(I)= & \left\{u S_{1}\left(I_{1}\right) \ldots S_{n}\left(I_{n}\right) /\right. \\
& u \neq c \text { for each elementary condition } c \text { in } C \\
& S_{i}\left(I_{i}\right)=\emptyset \text { if } S_{i}=\emptyset \text { in } C \\
& \left.S_{i}\left(I_{i}\right) \neq \emptyset \text { if } S_{i} \neq \emptyset \text { in } C\right\}
\end{aligned}
$$

These definitions are illustrated in the following Example :
(1) An elementary condition on some attribute $A$ is a condition of the form $A=a, A \neq a, A<a, A \leq a, A>a$ of $A \geqq a$ for some a in dome( $A$ ).

Example 2.3. Let $f=\operatorname{COURSE}(S T U D E N T(G R A D E) *) *$
$Q_{1}$ : Give the list of math students who got a grade larger than 10.
$Q_{2}$ : Give the courses in which some student is registered and didn't get any grade for this course.

The query $Q_{1}$ is answered by the selection $S_{1}$ :

$$
\begin{array}{ll}
S_{1} \equiv \text { select }\left\langle S_{1}^{\prime}\right\rangle_{\text {COURSE }} \text { math } & \text { with } \\
S_{1}^{\prime} \equiv \text { select }\left\langle S_{1}^{\prime \prime}\right\rangle_{S_{1}^{\prime \prime}} \neq 0 & \text { where } \\
S_{1}^{\prime \prime} \equiv \text { select } &
\end{array}
$$

The query $Q_{2}$ is answered by the selection $S_{2}$ :

$$
\begin{array}{cc}
S_{2} \equiv \text { select }\left\langle S_{2}^{\prime}\right\rangle & \text { with } \\
S_{2}^{\prime} \equiv \text { select }\left\langle S_{2}^{\prime \prime}\right\rangle_{S_{2}^{\prime \prime}}^{\prime \prime} \quad & \text { where } \\
S_{2}^{\prime \prime} \text { is the identity } &
\end{array}
$$

Examples of applications of these two queries are given in Figure 2.5. Due to space limitation, we won't define the last two unary operations. However, an example of an application of each of them can be found in Figure 2.6.

A Verso query is obtained by combining the four binary operations (fusion, difference, join and cartesian product), the four unary ones already presented (projection, selection, restriction and renaming) plus another operation which will be presented in Section 4, namely restructuring. Together these operations will be shown to be "complete" in Section 5.

## 3. URSA INTERPRETATION OF THE VERSO MODEL

In this section, we exhibit a strong connection between format instances and relational database instances satisfying the universal relation schema assumption. We also give an "interpretation" of the Verso operations in terms of classical relational operations.

In order to do that, we need the notion of format skeleton. Intuitively, the format skeleton of a format $f$ is the relational database schema which describes, in a non hierarchical way, the structure of instances over $f$.

Definition : Let $f$ be a format. Then the format skeleton of $f$, denoted Skel(f), is the relational database schema recursively defined by :
(i) if $\mathrm{f} \equiv \mathrm{X}$ then $\operatorname{Skel}(\mathrm{f})=\{\operatorname{set}(\mathrm{X})\}$ and,
(ii) if $f \equiv X\left(f_{q}\right)^{*} \ldots\left(f_{n}\right)^{*}$ then
$\operatorname{Skel}(f)=\{\operatorname{set}(X)\} \quad U$

$$
\left\{\operatorname{set}(X) Y / Y \text { in } \operatorname{Skel}\left(f_{i}\right), i \operatorname{in}[1, n]\right\}
$$

For example the format skeleton of COURSE (STUDENT)* (BOOK)* is the relational schema \{COURSE,COURSE STUDENT,COURSE BOOK\}. Using these
format skeletons, we are now able to "describe" a format instance by a relational database instance.

Definition : Let $f$ be a format and $I$ an instance over f. The instance skeleton of $I$, denoted skel(I), is the relational database instance over Skel(f) defined by :
(1) if $f \equiv X$ (so Skel(f) $=\{\operatorname{set}(X)\}$ ) then $\operatorname{skel}(I)(X)=\{\operatorname{map}(u) / u$ in $I\}$
(ii) if $f \equiv X\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}$ (so Skel $(f)=\{\operatorname{set}(X)\} U$ $\left\{\operatorname{set}(X) Y \mid Y\right.$ in $\left.\left.\operatorname{Skel}\left(f_{i}\right), i \operatorname{in}[1, n]\right\}\right)$ then $\operatorname{skel}(I)(X)=\left\{\operatorname{map}(x) \mid x I_{1} \ldots I_{n}\right.$ is in $\left.I\right\}$ and $\operatorname{skel}(I)(X Y)=\left\{\operatorname{map}(x)^{*} \operatorname{skel}\left(I_{i}\right)(Y) \mid\right.$ $u I_{1} \ldots I_{n}$ is in $\left.I, I_{i} \neq \emptyset\right\}$ where $Y$ is in $\operatorname{Skel}\left(f_{i}\right)$

In the previous definition, since $X \cap Y=\emptyset$, the join is in fact a relational cartesian product. However, in the present paper, we use the symbol $x$ to denote (ordered) cartesian product only. Figure 3.1 exhibits the instance skeleton of the instance of Figure 2.1.

We established a correspondance between formats and relational database schemas (Skel), and between instances over format and relational database instances (skel). It is clear that (1) not all relational database schemas correspond to some formats and (2) even if a relational database schema $R$ corresponds to a format $f$, not all instances over $R$ correspond to instances over $f$. This leads to the two following results.

Theorem 3.1: [Ba2] Let $R$ be a relational database schema. Then $R$ is a format skeleton iff
(1) R is closed under intersection, and
(2) for each $X$ in $R, X \cap R$ is totally ordered by inclusion.

Theorem 3.2 : Let $f$ be a format and $R=S k e l(f)$. Let $r$ be an instance over $R$. Then the following two assertions are equivalent :
(1) $r=s k e l(I)$ for some I over $f$, and
(2) $r$ satisfies the URSA.

By the previous theorem, skel is a mapping from instances over $f$ onto relational database instances over Skel(f) satisfying the URSA. Therefore, it. would be interesting to characterize the Verso-operations on instances in terms of relational operations on relational database instances. Indeed, for binary operations such a characterization is given in Theorem 3.3.

Theoren 3.3. Let $f$ and $g$ be two compatible formats and $h$ an extension of both $f$ and $g$. Let $I$ and $J$ be instances over $f$ and $g$ respectively. Let $r=\operatorname{skel}\left(I^{h}\right)$ and $s=\operatorname{skel}(j h)$. Then
(1) $V X$ in Skel $(h)$, skel $(I \oplus J)(X)=r(X) \cup s(X)$,
(2) $\nabla \mathrm{X}$ in Skel(h),

$$
\begin{array}{r}
\operatorname{skel}(I \theta J)(X)=r(X)-s(X) U_{X} \subseteq Y \pi_{X}[r(Y)-s(X)] \\
Y \text { in } \operatorname{Skel}(h)
\end{array}
$$

and,
(3) $\nabla \mathrm{X}$ in Skel(f) $\cap \operatorname{Skel}(\mathrm{g})$.
$\operatorname{skel}(I \oplus J)(X)=r(X) \cap s(X)$
$\nabla \mathrm{X}$ in Skel(f) - Skel(g),
$\operatorname{skel}(I \otimes J)(X)=r(X)_{Y}^{*} \subseteq X \quad s(Y)$
Y in Skel(g)
V X in Skel(g)-Skel(f),
$\operatorname{skel}(I * J)(X)=s(X){ }_{Y} \subset X \quad r(Y)$
Y in Skel(f)
and,
$\nabla X \in \operatorname{Skel}(h)-(S k e l(f) \cup S k e l(g))$, $\operatorname{skel}(I \notin J)(X)=\varnothing$

Note that in the previous theorem skel(I $\oplus J)=r U s$. It turns out that simple characterization of join and difference can also be obtained using set operations on relational schema instances.

Proposition 3.1. Let $f$ and $g$ be two compatible formats, $h$ an extension of $f$ and $g$. Let $I$ and $J$ be instances over $f$ and $g$ respectively. Let $r=$ skel $\left(I^{h}\right)$ and $s=\operatorname{skel}\left(J^{h}\right)$. Then
(1) skel $(I \oplus J)=r \cup s$
(2) skel(I $\theta$ J) is the smallest (2) URSA-instance over Skel(h) containing $r-s$ and,
(3) skel $(I \oplus J)$ is the largest USRA-instance over Skel( $h$ ) contained in the instance $t$ over Skel(h) defined by :
(a) $t(X)=r(X) \cap s(X)$ if $X$ in Skel(f) $\cap$ Skel ( $g$ )
(b) $t(X)=r(X) \quad$ if $X$ in Skel $(f)$ - Skel $(g)$
(c) $t(X)=s(X) \quad$ if $X$ in Skel $(g)-\operatorname{Skel}(f)$
(d) $t(X)=\emptyset$
otherwise
The previous two results give interpretations of some Verso operations (fusion, join, difference) in terms of relational operations. Although not done here, the other operations can also be interpreted using relational operations on the corresponding relational database instance.

## 4. DATA RESTRUCTURING

In order to define the last unary Verso-operation, namely restructuring, we need to examine the semantics associated to a Verso instance. Thus, in the first part of this section,
(2) Let $r$ and $s$ be instances over the schema $R$ $r \subseteq s$ iff $r(X) \subseteq s(X)$ for each $X$ in $R$.
the focus is on the set of "facts" which can be deduced from a format instance. These sets of facts are then used to compare the representative power of formats. Finally, some elementary format transformations which allow data restructuring are presented.

In the following, the elementary unit of information, called a fact, is a tuple.

Two basic operations on sets of facts are considered. They are : the closure under projection and under join.

Definition : Let $H$ be a set of facts. Then the closure of H under projection, denoted $\pi(\mathrm{H})$, is defined by:

$$
\begin{array}{ll}
\pi(H)=\left\{\pi_{Y}(X) / X \text { in } H \cap T U P(X)\right. \\
& \text { for some } X \text { and } Y \subseteq X\}
\end{array}
$$

and, the closure of $H$ under join, denoted *(H) is lefined by :

$$
*(H)=\left\{{ }_{x}^{*} \text { in } H^{\prime} x / H^{\prime} \subseteq H\right\}
$$

Now, given a set of facts, it seems reasonable to deduce new facts by projection of known facts. The closure under join is already more arguable. For instance, if "toto" is taking "math" and "math" is taught by "Miss Jones", you don't want to conclude that "Miss Jones" is teaching "math" to "toto". The semantics that we are going to associate with format instances states that the "legal" joins are only the joins of tuples in the instance skeleton. More formally, we have :

Definition : Let I be an instance over the format $f$. Then the set of facts associated with I, denoted fact(I), is defined by :

$$
\operatorname{fact}(I)=\pi\left(* \left(U_{Z} \text { in Skel(f) } \operatorname{skel(I)(Z))).}\right.\right.
$$

The previous definition is illustrated in Figure 4.1 where the set of facts associated with the instance I of Figure 2.1 is given.

The notion of set of facts associated to a format instance is used now to present the last unary operation, namely restructuring. Intuitively, this operation allows to modify the format of an instance without modifying its information content.

Formally we have :
Definition : Let $f$ be a format. Then a restructuring is an expression of the form format ${ }_{f}$, Let I be an instance. If there exists an instance ${ }^{J}$ over $f$ such that fact(I) $=f a c t(J)$ then format $_{f}$ is defined for $I$ and format $_{f}(I)=J$ (otherwise format $_{f}$ is not defined for I).

Now the problem arises : given two formats $f$ and $g$, is it always possible to represent an instance over g by an instance over f ?

In order to answer this question and therefore present a way to compare the representative power of formats, we need the following notation.

Notation : Let $f$ be a format. Then $\operatorname{SAT}(f)=$ \{fact(I)/I is in Inst(f)\}.
This allows us to compare formats.
Definition : Let $f$ and $g$ be two formats : Then $f$ is dominated by $g$, denoted $f \leq g$, iff

## $\operatorname{SAT}(\mathrm{f}) \subseteq \operatorname{SAT}(\mathrm{g})$.

Also $f$ and $g$ are equivalent, denoted $f=g$, iff $f \leq g$ and $g \leqq f$. (i, e., $\operatorname{SAT}(f)=\operatorname{SAT}(g))$.

Intuitively, $f$ is dominated by $g$ iff each instance over $f$ can be represented by an instance over $g$ containing the same information. Two characterizations of format dominance are now presented. The first one (Lemma 4.1) is based on properties of the corresponding format skeletons. The second one (Theorem 4.1) is based on some elementary format transformations. We now present the first characterization of format dominance.

Lemma 4.1. : Let $f$ and $g$ be two formats. Then

```
    f}\leqg\mathrm{ iff Skel(f)}\subseteq\operatorname{Skel(g).
```

Thus $f=g$ iff Skel(f) $=\operatorname{Skel}(g)$.
In order to present the second characterization of format dominance, we exhibit three format transformations. These transformations are presented in their elementary versions and then generalized.

## Definition :

a) Let $\mathrm{f} \equiv \mathrm{X}\left(\mathrm{f}_{1}\right)^{*} \ldots\left(\mathrm{f}_{\mathrm{n}}\right)^{*}$ and $\mathrm{g} \equiv \mathrm{Y}\left(\mathrm{g}_{1}\right)^{*} \ldots\left(\mathrm{~g}_{\mathrm{n}}\right)^{*}$ then : $g$ is obtained from $f$ by elementary root permutation iff

$$
\begin{equation*}
f_{i} \equiv g_{i} \text { for each } i \text { in }[1, n] \text {, and } \tag{i}
\end{equation*}
$$

$g$ is obtained from $f$ by elementary branch permutation iff
(i) for each i in [1,n], there exists $j$ in $[1, n]$ such that $g_{j} \equiv f_{i}$, and

$$
\begin{equation*}
X \equiv y \tag{ii}
\end{equation*}
$$

b) Let $\mathrm{P} \equiv \mathrm{XX}_{1}\left(\mathrm{f}_{1}\right) * \ldots\left(\mathrm{f}_{\mathrm{n}}\right)^{*} \quad$ and $g \equiv X\left(X_{1}\left(f_{1}\right)^{*} \ldots\left(f_{n}\right)^{*}\right)^{*}$ then $g$ is obtained from $f$ by elementary compaction.

Now a root permutation on a format $f$ is obtained by applying elementary root permutations to subformats (3) in f. Branch permutation and

[^0]compaction are obtained from elementary branch permutation and elementary compaction in a similar manner. Figure 4.2 exhibits a sequence of these three transformations together with the extension defined in Section 3.

## Now we have :

Theorem 4.2. Let $f$ and $g$ be two formats. Then $\bar{f}=g$ iff $g$ can be obtained from $f$ by a sequence of root and branch permutations. Also $\mathrm{f} \leq \mathrm{g}$ iff g can be obtained from $f$ by a sequence of root and branch permutations, compactions and extensions. व

The proof follows easily from Lemma 4.1. Even if $f$ is not dominated by $g$, some particular instances over $f$ are representable by instances over g. That is because those particular instance satisfy some contraints on top of the contraints that are implied by the format $f$. We now define two kinds of dependencies which are going to capture these contraints.

Definition : Let $S$ be a relational database schema and $H$ be a set of facts. Then $* S$ denotes the schema join dependancy (SJD) associated with $S$, and $H$ satisfies ${ }^{*} S$, denoted $H F * S$, iff(4)
${ }^{H}\left|\bigcup_{X} \underset{\text { in } S}{ }=\left({ }^{*} H_{S}\right)^{\prime}\right| \bigcup_{X} X_{\text {in } S}$.
Also, 3 S denotes the existence schema dependency (ESD) associated with $S$ and $H$ satisfies 3 , denoted $\mathrm{H}=\mathbf{3} \mathrm{S}$, iff $\mathrm{H}=\pi\left(\mathrm{H}_{\mathrm{S}}\right)$.
The next result uses the previous dependencies to characterize the sets of facts which are representable by a given format f.

Theorem 4.3 : Let f be a format and H be a set of facts. Then $H$ can be represented by an instance over $f$ iff
(i) $H \neq *_{R} \quad$ for each $R \subseteq \operatorname{Skel}(f)$
(ii) 非 3 S where $\mathrm{S}=\left\{\mathrm{X} \mid \mathrm{X}=\bigcup_{Y} \mathrm{Y}_{\text {in } R}, R \subseteq \operatorname{Skel}(\mathrm{f})\right\}$

Note that the SJDs are very similar to Delobel's Generalized Hierarchical Dependencies. To conclude this section, we present a simple result on SED implication.

Proposition 4.1. Let $R$ and $S$ be two relational database schemas and $H$ be a set of facts. Then the following two assertions are equivalent :
(i) $\mathrm{H}=\mathbf{3} \mathrm{R}$ and $\mathrm{H} \neq \mathbf{3} \mathrm{S}$,
(ii) HF』R R .
(4) For each set of facts $H$, and for each set $X$ of attributes $H_{X}=\{x / x$ in $H \cap \operatorname{Tup}(X)\}$. For each schema $S, H_{S}=U_{i n S} H H^{\prime}$.

## 5. Expressive power of Verso operations

We already mentionned that verso operations are "relationally complete". What we mean by that is : given a Verso format $f$ and its corresponding database schema $R=\operatorname{Skel}(f)$, for every relational query $q$ on $R$ there exists a Verso query $q^{\prime}$ which yield the same result(5).

If Verso operations are complete, they also take advantage of the joins implicitely defined in the schema. To illustrate this remark, we now present a query which would typically require a join in the relational model but can be simply expressed by a selection in the Verso model.

## Example 5.1.

Consider the format $\mathrm{f}=\mathrm{COURSE}$ (STUDENT)*(EXAM-DAY)* Now consider the query : "What are the courses taken by toto which have an exam on November first ?". In the relational model, there would typically be two relations COURSE STUDENT and COURSE EXAM-DAY and the query would require a join operation. This query can be answered by the Verso selection :

$$
\begin{aligned}
& \mathrm{s} \equiv \text { select }\left\langle\mathrm{S}_{1}, \mathrm{~S}_{2}\right\rangle \mathrm{S}_{1} \neq \varnothing \Lambda \mathrm{S}_{2} \neq \varnothing \\
& \mathrm{S}_{1} \equiv \text { select }_{\text {STUDENT }=\text { toto }} \quad \text { wher } \\
& \mathrm{S}_{2} \equiv \text { select }_{\text {EXAM-DAY=november }} \text { 1st }
\end{aligned}
$$

Indeed, some very natural queries like "Give the list of courses with no known exam day" can be answered by a Verso selection whereas they would require the use of difference in a pure relational model.

To conclude this section, we propose a simple extension of the Verso selection which dramatically increases its power. Let us consider the following query on COURSE(STUDENT(GRADE)*)* : "Give the list of courses, students and grades such that toto got an A in the course and a student (not necessarily toto) got an $F$ in the course". It should be noted that this query is complicated by the fact that they are several roles for the same attribute, namely STUDENT. Typically, such a query would require several joins in the classical relational model.

What we mean by such a query is in fact two selections on GRADE, say $\mathrm{S}_{1} \equiv$ select ${ }_{\text {GRADE }}$ A and $s_{2} \equiv$ select $_{\text {GRADE }}$..

Now we need two selections on STUDENT(GRADE)* :
(5) To be precise, $\mathrm{q}^{\prime}$ yield "almost" the same result since the result of $q$ is a relation and the result of $q^{\prime}$ will be an instance over a flat format, i.e., a set of ordered tuples.

$$
\begin{aligned}
& S_{1}^{\prime} \equiv \text { select }\left\langle S_{1}\right\rangle_{\text {STUDENT }}=\text { toto } \wedge S_{1} \neq \varnothing \\
& S_{2}^{\prime} \equiv \text { select }\left\langle S_{2}\right\rangle_{2} \neq \emptyset
\end{aligned}
$$

The first one filters toto if he got an $A$, and the second one any student who get an F. Now we can have

$$
S \equiv \text { select }\left\langle S^{\prime}\right\rangle_{S_{1}^{\prime} \neq \emptyset} \wedge S_{2}^{\prime} \neq \emptyset \quad \text { where }
$$

$S^{\prime}$ is the identy on STUDENT(GRADE)*.
It should be noted that this is not a selection as defined in Section 2 since two selections are realized on the subformat STUDENT(GRADE)*. Intuitively, these two selections $S_{1}^{\prime}$ and $S_{2}$ should be performed "in parallel". They are used exclusively as conditions.

```
In the complete paper, this "super" selection is formally defined. The following result is proved there :
```

Theorem 5.1 : Let $f$ be a format, $\mathrm{R}=$ Skel(f) the corrresponding database schema. Let $q$ be a selection-projection-join query on $R$ such that every projection in $q$ is a projection on some union of attribute sets in R . Then these exists a Verso query $q^{\prime}$ consisting of a (Verso) super selection followed by a (Verso) projection, and such that $q^{\prime}$ is equivalent to $q$.

## Conclusion

The Verso model is a database model based on some particular (not first normal form) relations allowing incomplete information representation and implicit specification of meaningful joins. Furthermore, a simple algebraic query language can be defined for the Verso model. The Verso model is a formalization of some of the concepts used in the Verso database machine [Ba1]. The data structure in the Verso machine is a Verso instance fully sorted according to the format and stored sequentially. This storage organization allows fast access and processing [BRS]. Indeed, all the operations presented in the paper (including the "super" selection) but the format modification can be realized by the specialized filter of the Verso machine. Typically, some queries which would require joins in the relational model can be realized by the filter if the joins are implicit in the Verso format. However, joins which are not implicitely in the format remain quite costly since they involve format modifications.
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Figure 2.2.

phys $1 \quad|\quad| \quad \mid$
instance $I^{8}$ over $g$
Figure 2.3

| COURS | (STUDENT)* | COURSE(BOOK)* |  |
| :---: | :---: | :---: | :---: |
| math | ( toto $\begin{aligned} & \text { zaza }\end{aligned}$ | math | $\left[\left.\begin{array}{l}b_{1} \\ b_{2}\end{array} \right\rvert\,\right.$ |
| gym | mimi | music | $\mathrm{b}_{3}$-1 |
| phys | 1 | phys | $\mathrm{b}_{4} 1$ |
|  | ance I' | "ins | nce J' |



"instance I © J"
Figure 2.4

"instance I"

＂instance J＂＂restrict ${ }^{\text {PHONE＝BACK－UP－P }}$（J）＂

| EMP | P2）＊ |  |
| :---: | :---: | :---: |
| Serge | 3537 | 3468 |
| Nicole | 3468 | 3537 |
|  | 3329 | 3329 |



Figure 2.6

François｜ $3329 \quad 3329$｜

```
"rename }\mp@subsup{\mp@code{PHONE - P1 (J)"}}{\mathrm{ BACK-UP-P P-P2}}{
```



Figure 4.2 （Part I）


Figure 4.2

| COUR． | COUR．STUD | COUR．STUD GRADE | COUR．BOOK |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| math | math toto | math toto 4 | math． | b |  |
| phys | math zaza | math toto | 8 | math． | g |
|  | phys lulu | phys lulu | 9 |  |  |
|  | phys toto | phys toto | 6 |  |  |
|  |  | phys toto 9 |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

＜math，toto，4，b＞，＜math，toto，8，b＞， ＜math，toto， 4,8$\rangle,\langle m a t h$, toto， 8,8$\rangle$, $\langle$ math，toto，4〉，．．．，〈math，4〉，．．．，$\langle 8,8\rangle$ ， ＜phys，lulu，9＞，＜phys，toto，6＞，＜phys，toto，9＞，〈phys，lulu＞，．．．，＜toto，9＞，

## Fact（I）

Figure 4.1


[^0]:    (3) A subformat of a format f is a format corresponding to a subtree of the representation tree of $f$.

